Abstract. We explain how semantic hyper-graphs are used to describe ontological models of morphological rules of agglutinative languages, with the Kazakh language as a case study. The vertices of these graphs represent morphological features and the edges represent relationships between these features. Such modeling allows nearly one to one translation of the morphology of the language into object-oriented model of data. In addition, with such a model we can easily generate new word forms. The constructed model and the dictionary generated with it are freely available for research purposes.
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1 Introduction

Modeling of morphology is relevant to all natural language processing applications and tasks [4] including information retrieval [7], sentiment analysis [35], spelling correction [8], detection of generated texts [6], part-of-speech tagging [23], and entity extraction [36]. Morphology is the study of the structure and formation of words. We discuss modeling of morphology of agglutinative languages, with the Kazakh language as a case study.

Agglutinative languages (lat. *agglutinare*: to glue together) are languages whose morphological system is characterized by agglutination ("gluing together") of different formants as the dominant type of inflection. The formants can be either prefixes or suffixes each having only one meaning.

The Kazakh language is a member of the Turkic group of languages; languages of this group can be classified as agglutinative languages. The Kazakh language has many word inflections. Inflections are formed by adding suffixes to words. Suffixes are attached in a strict sequence and resulting word forms vary in number, case, and person. The possessive form in Kazakh is similar to that in English [3, 19].

Graph-based models are widely used to represent natural languages [27].

Ontology is a powerful and widely used tool to model relationships between objects belonging to various subject fields. It is possible to classify ontologies based on the degree of dependence on the task or application area, the model of ontological knowledge representation and expressiveness, as well as other criteria [15]. Applied ontologies describe concepts that depend on both the task and the subject domain of the ontology.

An applied ontology is based on general principles of ontology building, and semantic hyper-graphs are used as a model for knowledge representation. This formalism determines ontology $O$ as triple $(V, R, K)$, where $V$ is a set of concepts of a given subject field (hyper-graph vertex), $R$ is a set of relationships between these concepts (hyper-graph edges), and $K$ is a set of names of concepts and relationships in the domain.

The semantic hyper-graph language is a formal means of knowledge representation, in which it is possible to implement classifying, functional, situational, and structural networks and
scenarios, depending on the relationship types. This language is an extension of semantic networks, where N-ary relations are represented naturally; these relations not only allow us to specify the attributes of objects, but also permit representing their structural, "holistic" descriptions [21, 24].

Hyper-graphs generalize standard graphs by defining edges between multiple vertices instead of only two vertices [5]; a hyper-graph \( H = (V; E) \) on a finite set \( V = \{v_i\}_{i \in I}, I = \{1, 2, ..., n\} \), of vertices is a family \( E = \{e_j\}_{j \in J}, J = \{1, 2, ..., m\} \), of subsets of \( V \) called hyper-edges; \( I \) and \( J \) are finite sets of indexes.

A semantic hyper-graph is useful to model construction of morphological rules. It allows us to completely describe a morphological model by concepts and relationships.

In this paper, we use the semantic hyper-graph language to build a generative description of the Kazakh morphology, in particular, its noun subsystem. Both the model and the dictionary generated with it are freely available for research purposes.\(^1\)

The paper is organized as follows. Section 2 provides a description of related work. Section 3 introduces our morphological model of the Kazakh noun. Section 4 presents the obtained results, Section 5 concludes the paper.

2 Related Work

There are many research works on modeling natural language morphology. The most widely used methods are finite state automata, two-level morphology, regular grammar, attribute grammar, and link grammar.

Finite state automaton is the most commonly used technique for implementing morphological analysis. It is applied for computational processing of many languages [16]. Automatic segmentation of inflectional affixes of the Kazakh language using finite state automata was studied in the work on a Kazakh segmentation system [2].

The authors of [17] presented finite state automata for the Kazakh nominal paradigm. This group of researchers developed a recommendation system for morphological analysis of Kazakh based on previously annotated data. For a given word or morpheme, the system generates a list of recommended markups ordered by the decreasing frequency of the previous usage [26]. Also for the Kazakh language, there exists an implementation of a generator as finite state automata [25].

Koskenniemi’s two-level morphology [22] has been applied for modeling morphology of many languages, for example, Finnish [18], Turkish [28], Turkmen [34], Qazan-Tatar [14, 33], and Kazakh [37]. In [20], a rule-based morphological analyzer is developed using the two-level morphology approach. The construction of a rule-based morphological analyzer requires great effort.

Also for some inflective languages (Russian and Spanish), morphological analyzers were developed based on the method of analysis through generation [10, 11, 12], which avoids the use of complex analysis rules.

A general language-independent unsupervised algorithm for recognizing the morphological structure of an inflective language based on minimal length description was presented in [9]. This technique has been applied to English, Spanish, Russian, and a number of other languages. While the original algorithm only handled segmentation of words into two parts, it was extended to handle more morphs, which is more suitable for agglutinative languages [13].

Also, there have been suggested knowledge-poor algorithms for constructing word frequency lists with stemming which does not require any morphological dictionaries [1].

Works that discuss the use of semantic hyper-graph include [30, 38]. Zhen and Jiang [38] describe the semantic hyper-graph model as a hyper-graph based semantic network (Hy-SN), which can represent more complex semantic relationships and provides more efficient data structure for storing knowledge in repositories. However, the expressive power of all methods and approaches in modeling morphology is considered equivalent.
In this paper, our goal is to develop a simple implementation of the generator. Therefore, we propose a formal model described by using a semantic hyper-graph. Similarly to [32], the proposed model is easily implemented by object-oriented programming. Accordingly, it is easily modifiable, understandable, and readable. It provides implementation of high-quality morphological systems. The purpose of our research is automated generation of word forms and new words in the Kazakh language, as well as the morphological analysis of the Kazakh language.

Specifically, in this paper we give a detailed description of the noun subsystem. A model of verbal morphology will be presented in our future work.

3 Morphological Model of Kazakh Nouns

The morphological features of initial forms of nouns (N) are as follows. A noun can be either animate (anim) or inanimate (inanim); this feature determines the trajectory of the inflection of a noun. Nouns in the Kazakh language can be conjugated (pers_end) and vary for case (cases) and number (number), as well as have a possessive form (poss_end) [3, 19].

We used the ontology editor Protégé (http://protege.stanford.edu) to build the ontology. It is a free open source ontology editor and a framework for building knowledge bases. It was
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developed at Stanford University in collaboration with the University of Manchester.

Figure 1 shows the ontological model of the Kazakh noun with its morphological features. Concepts and relationships used in this ontological model are explained in Table 1. The ontology model of the Kazakh parts of speech allows us to completely describe the morphological rules and their relationships. In addition, the representation of the ontology by means of a semantic hyper-graph allows translating the model into an object-oriented data model, where semantic hyper-graph vertices are classes. Figure 2 shows a graphical representation of the ontology using a semantic hyper-graph.

We will call hyper-edges semantic edges because they distinguish semantic hyper-graphs from other types of graphs; we will also assume that the set of vertices of the semantic hyper-graph includes a set of classes $K = \{k_a\}$, where $a \in A = \{0, 1, ..., n\}$, each of which consists of a set of instances of the class [29]. Thus, a vertex-class can be represented by a triple $k_a = \{V_a, E_a, S_a\}$, where $V_a$ is a set of class properties, $E_a$ is a set of semantic arcs incident to a given class, $S_a$ is a set of instances of the class. The noun vertex-classes are

<table>
<thead>
<tr>
<th>ID</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N</td>
<td>Noun</td>
</tr>
<tr>
<td>1</td>
<td>Part of speech</td>
<td>Item</td>
</tr>
<tr>
<td>2</td>
<td>Item</td>
<td>Item</td>
</tr>
<tr>
<td>3</td>
<td>Sign of animacy</td>
<td>Anim</td>
</tr>
<tr>
<td>4</td>
<td>Anim</td>
<td>Animate</td>
</tr>
<tr>
<td>5</td>
<td>Sign of inanimacy</td>
<td>Inanimate</td>
</tr>
<tr>
<td>6</td>
<td>Inanimate</td>
<td>Inanimate</td>
</tr>
<tr>
<td>7</td>
<td>Cases</td>
<td>Cases</td>
</tr>
<tr>
<td>8</td>
<td>Nom</td>
<td>Nominative case</td>
</tr>
<tr>
<td>9</td>
<td>Gen</td>
<td>Genitive case</td>
</tr>
<tr>
<td>10</td>
<td>Dat</td>
<td>Direction- dative case</td>
</tr>
<tr>
<td>11</td>
<td>Acc</td>
<td>Accusative</td>
</tr>
<tr>
<td>12</td>
<td>Loc</td>
<td>Locative case</td>
</tr>
<tr>
<td>13</td>
<td>Abl</td>
<td>Abative case</td>
</tr>
<tr>
<td>14</td>
<td>Ins</td>
<td>Instrumental case</td>
</tr>
<tr>
<td>15</td>
<td>Pers_end</td>
<td>Personal endings</td>
</tr>
<tr>
<td>16</td>
<td>Cases</td>
<td>Cases</td>
</tr>
<tr>
<td>17</td>
<td>Nom</td>
<td>Nominative case</td>
</tr>
<tr>
<td>18</td>
<td>Gen</td>
<td>Genitive case</td>
</tr>
<tr>
<td>19</td>
<td>Dat</td>
<td>Direction- dative case</td>
</tr>
<tr>
<td>20</td>
<td>Acc</td>
<td>Accusative</td>
</tr>
<tr>
<td>21</td>
<td>Loc</td>
<td>Locative case</td>
</tr>
<tr>
<td>22</td>
<td>Abl</td>
<td>Abative case</td>
</tr>
<tr>
<td>23</td>
<td>Ins</td>
<td>Instrumental case</td>
</tr>
<tr>
<td>24</td>
<td>Pers_end</td>
<td>Personal endings</td>
</tr>
<tr>
<td>25</td>
<td>Cases</td>
<td>Cases</td>
</tr>
<tr>
<td>26</td>
<td>Nom</td>
<td>Nominative case</td>
</tr>
<tr>
<td>27</td>
<td>Gen</td>
<td>Genitive case</td>
</tr>
<tr>
<td>28</td>
<td>Dat</td>
<td>Direction- dative case</td>
</tr>
<tr>
<td>29</td>
<td>Acc</td>
<td>Accusative</td>
</tr>
<tr>
<td>30</td>
<td>Loc</td>
<td>Locative case</td>
</tr>
<tr>
<td>31</td>
<td>Abl</td>
<td>Abative case</td>
</tr>
<tr>
<td>32</td>
<td>Ins</td>
<td>Instrumental case</td>
</tr>
<tr>
<td>33</td>
<td>Pers_end</td>
<td>Personal endings</td>
</tr>
<tr>
<td>34</td>
<td>Cases</td>
<td>Cases</td>
</tr>
<tr>
<td>35</td>
<td>Nom</td>
<td>Nominative case</td>
</tr>
<tr>
<td>36</td>
<td>Gen</td>
<td>Genitive case</td>
</tr>
<tr>
<td>37</td>
<td>Dat</td>
<td>Direction- dative case</td>
</tr>
<tr>
<td>38</td>
<td>Acc</td>
<td>Accusative</td>
</tr>
<tr>
<td>39</td>
<td>Loc</td>
<td>Locative case</td>
</tr>
<tr>
<td>40</td>
<td>Abl</td>
<td>Abative case</td>
</tr>
<tr>
<td>41</td>
<td>Ins</td>
<td>Instrumental case</td>
</tr>
<tr>
<td>42</td>
<td>Pers_end</td>
<td>Personal endings</td>
</tr>
</tbody>
</table>

where $V_s$ is a set of class properties, $E_s$ is a set of semantic arcs incident to a given class, $S_a$ is a set of instances of the class. The noun vertex-classes are

$$k_0 = \{v_1, v_2\}, \{e_1, e_2\}, S_1,$$
$$k_1 = \{v_3\}, \{e_3\}, S_2,$$
$$k_2 = \{v_4\}, \{e_4\}, S_3,$$
$$k_3 = \{v_5, v_6, v_7, v_8, v_9, v_{10}, v_{11}\},$$
$$\{e_7, e_8, e_9, e_{10}, e_{11}, e_{12}, e_{13}\}, S_4,$$
$$k_4 = \{v_{12}, v_{13}, v_{14}\}, \{e_{14}, e_{15}, e_{16}\}, S_5,$$
$$k_5 = \{v_{15}, v_{16}, v_{17}\}, \{e_{17}, e_{18}, e_{19}\}, S_6,$$
$$k_6 = \{v_{18}, v_{19}\}, \{e_{20}, e_{21}\}, S_7.$$

We can represent the morphological noun model with the semantic hyper-graph model as a hyper-graph $H(V, E)$, where

$$V = K = \{k_a\}, E = \{e_a\},$$
$$V = \{k_0, k_1, k_2, k_3, k_4, k_5, k_6\}.$$
4 Results

We constructed a database of initial forms which contains 40,000 words with their morphological features; 21,334 of these words are nouns. From the semantic hyper-graph described above, we obtained formal rules. The number of formal rules for nouns is 4,500.

Using these formal rules, 1,314,220 word forms of nouns were generated; it is also possible to generate nouns from stems of other parts of speech.

As an example, the inflection of the animate noun bala (child) includes all word forms of this noun and their morphological information in abbreviated notation which specifies the number, case, and person of a noun.

Example: inflection of the noun bala. The word bala is a noun. Noun (k₀) is a (e₁) part of speech (v₁), denotes (e₂) item (v₂), and answers the question “who?” It has a feature (e₃) of being animate (k₁). An animate noun in Kazakh changes (e₂₂ – e₂₅) by cases (k₃), person (k₄), and number (k₆) and has a possessive form (k₅).

S = bala

Noun = {{Part_of_speech, Item}, {is_a, denotes}, {bala (child)}}

has_feature = {bala(child), anim},

change = {anim, cases}

cases = {{Nom, Gen, Dat, Acc, Loc, Abl, Ins}, {devided}}, {bala (child), balanyn (child's), balagha (to the child), balany (child), balada (child), baladan (from child), balamen(with child)}}
Words in the Kazakh language can be inflected by adding some endings.

- **Poss** = \{\{\text{1 ps}, \text{2 ps}, \text{3 ps}\}, \{\text{devided}\}, \{\text{balam} (my child), \text{balan} (your child), \text{balasy} (his/her child)\}\}
- **Add** = \{\text{number}, \text{cases}\}
- **Add** = \{\text{number}, \text{pers_end}\}
- **Add** = \{\text{number}, \text{poss_end}\}

With the formal model of the noun described above, we can generate new word forms. In addition, this model can be used to model other parts of speech.

Based on these rules, we developed a generator of word forms for the Kazakh language. It can be used to create spellchecking technologies for the Kazakh language, translation applications, semantic search engines, speech recognition and speech generation technologies, etc.

Many methods of formalizing the morphological rules of a natural language do not allow any description of semantic properties of words. Our paper takes advantage of the possibility of using semantic hyper-graphs as a tool for formalizing the morphological rules of any natural language based on morphological features of words. Although this paper uses the Kazakh language to illustrate this concept, a semantic hyper-graph can be applied to any natural language.

The semantic hyper-graph representation of the morphological rules of the Kazakh language enables us to create formal rules of inflection and word formation for each part of speech. A software implementation of these rules made it possible to automatically generate more than 3.2 million word forms (dictionary entries) from 40,000 initial word forms with marked morphological features.

Earlier results were obtained using a semantic neural network. 2.8 million word forms were generated from 40,000 initial word forms [31]. The application of the semantic hyper-graph allowed us to increase the number of word forms by an order of magnitude, i.e., 400,000 units. This was achieved by a complete description of the morphological features of words using the expressive power of a semantic hyper-graph.

## 5 Conclusion

In this research, we obtained the following results:

- we created an ontological model of the noun of the Kazakh language;
- this ontological model is represented by a semantic hyper-graph;
- we obtained formal rules of generation of word forms;
- we generated a large dictionary of Kazakh word forms.

The resources developed by us are freely available for research purposes.¹
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