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Abstract. At first glance, one might think that people
are aware of the availability of comments or posts
on social networks. Therefore, one may believe
that people do not share sensitive information on
public social networks. Nonetheless, people’s posts
sometimes reveal susceptible information. These posts
include mentions the use of drugs or alcohol, sexual
preferences, intimate confessions and even serious
medical conditions like cancer or HIV. Such privacy leaks
could cost someone to get fired or even worse to be a
victim of denial insurance or bad credit evaluations. In
this paper, we propose a complete process to perform
a privacy-preserving sentiment analysis trough Bloom
filters. Our approach shows an accuracy difference
between 1% and 3% less than their classic sentiment
analysis task counter part while guarantying a private
aware analysis.

Keywords. Privacy, sentiment analysis, disclosure risk,
information loss, bloom filter.

1 Introduction

Sentiment analysis attempts to determine whether
an opinion, expressed in written text, is positive,
negative or neutral, w.r.t., entities or their char-
acteristics [12]. These entities may be products,
services, organisations, individuals, events or
topics [22]. In a global survey on consumer
sentiment1, 10 000 people were interviewed, and
93% of them did not feel comfortable with using
information provided for purposes other than those

1The Boston Consulting Group, “The Trust Advantage: How
to win with Big Data”, 2013

for which it was collected. In addition, many
companies do not take adequate measures to
protect customer information and allow third parties
to analyse it, even if data protection laws exist2345.
This behavior discourages people from sharing
data for fear of potential misuse, affecting the
confidence in systems in which it is important
to keep accurate information. We highlight this
problem by way of the example of Sentiment
Analysis task, which does not incorporate a
mechanism to enhance user’s privacy [1]. On the
opposite, privacy-preserving Sentiment Analysis
aims to get the polarity (positive or negative)
without learning the underlying textual data.

In this context, we analyze three different cor-
pora to predict the polarity of a document using the
original versions and sanitized versions of them.
Sanitization is perform by representing textual
documents with Bloom Filters. Later, supervised
learning algorithms were performed predict the
polarity on the sanitized documents. Then, the
trade-off between the knowledge acquired versus
the privacy-preserving was measured through
Information Loss and Disclosure Risk measures.
Finally, our results were compared with results

2Organisation for Economic Co-operation and Development
(OECD), “OECD Guidelines on the Protection of Privacy and
Transborder Flows of Personal Data”, 2013

3S. Cobb, “Data privacy and data protection: US law and
legislation”, 2016

4European Union, “General Data Protection Regulation
(GDPR)”, 2016

5Office of the Australian Information Commissioner, “Privacy
(Credit Reporting) Code 2014 (version 1.2)”, 2014
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obtained using classic non-privacy aware methods
of Sentiment Analysis to asses utility loss.

The rest of the document is organised as
follows: Section 2 details the state of the art.
Later, a complete description of privacy-preserving
sentiment analysis is presented in Section 3.
Thereafter, Section 4 gives details of the metrics
used to evaluate the performance of our proposal.
Then, the experiments are detailed in Section 5.
This work ends with conclusions and future works.

2 Related Work

Concerning the sentiment analysis from textual
documents via the use of machine learning
methods, several studies were presented to the
scientific community. For instance, in the work
of Pang et al.[12], authors compare different
algorithms, such as Naive Bayes, Support Vector
Machines (SVM) and Maximum Entropy (ME).
The authors obtained the best accuracy when
using SVM.

In the same spirit, Vohra and Teraiya [19]
uses two approaches: one based on a dictionary
of words, and another one based on Machine
Learning. The author shows that the second
approach has better accuracy when improving
the process to find words about the opinion in
a particular domain. Concerning the second
approach, the authors compared Naive Bayes,
SVM and ME, in which the SVM algorithm got the
best result (an accuracy of 95.55%).

Correspondingly, Singh and Husain [6] com-
pared Naive Bayes, SVM, Multilayer Perceptron,
and an unsupervised algorithm. The best accuracy
was obtained by SVM (81.15%), w.r.t. other
methods. Also, Boiy and Moens [3] examine SVM,
Multinomial Naive Bayes MNB and ME over corpus
in three different languages, namely English, Dutch
and French achieving an accuracy of 83%, 70%,
and 68%, respectively.

Xia et al. [21] use two types of feature sets:
the part-of-speech based feature sets and the
word-relation based feature sets. These two
features are combined with three algorithms: Naive
Bayes, ME and SVM algorithms. The authors
conducted experiments using a document-level

polarity corpus from Amazon6, containing product
reviews about four categories: books, DVDs,
electronics, and kitchen. Authors obtained the best
score (88.65%) using the SVM algorithm.

Other works use Logistic Regression for Sen-
timent Analysis [21]. For instance, the work of
Mittal and Goel [11] uses Logistic Regression to
analyse the correlation between market sentiment
and public sentiment. The work uses data
from Twitter to predict movements of the stock
market. The authors obtained an accuracy up
to 75.56%. Analogously, Thelwall et al. [17] uses
Logistic Regression combined with SVM to attain
an accuracy of 72.9%.

Methods above described, do not incorporate
mechanisms to preserve data privacy because
they only focus on the treatment and classification
of textual data. Nevertheless, people express
opinions on social networks, over time, revealing
personal information explicitly or not, and in
different circumstances [20, 10]. This kind of
information can result in privacy leaks, which could
become more dangerous if it is combined with
external knowledge. For instance Humphreys et
al. [5] analyse more than 2 000 tweets. This corpus
was categorised in personal activities (66%), time
(20.1%), proper names (22.7%), location (12.1%)
and personal information (0.1%). In response to
their findings, the authors suggest implementing
privacy and protection mechanisms as social
networks usage increases.

In the same spirit, Pang et al. [12] discuss the
importance of data privacy and data manipulation
in search engines based on opinion analysis.
In particular, they highlight the privacy concerns
raised by applications gathering data about
peoples’ preferences. The authors analysed
different datasets ranging from public blogs to con-
versations. The challenge is to incorporate privacy
mechanisms into the Sentiment Analysis task.

In this work, we rely on Bloom filters to achieve
and guarantee some degree of privacy, while
maintaining data utility. We have chosen Bloom
Filter due to a different application in other privacy
fields other than Text mining. For instance,
record-binding applications [13], user’s profiles

6Amazon: www.amazon.com
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privacy mechanism [2], value masking in health
domain [18], multi-biometric template-protected
system [15], Chrome plug-in to gather Ran-
domized Aggregatable Privacy-Preserving Ordinal
Responses (RAPPOR) [4], encrypted search
schemes [14]. It is worth noting that some papers
use Bloom filter to improve speed and scalability
[16, 7] but not privacy.

In the next section, the privacy-aware sentiment
analysis process is detailed.

3 Privacy-aware Sentiment Analysis
Process

The general scheme of our proposal is depicted
in Figure 1. The mechanism takes a tagged
corpus as an input. Therefore, the method
starts with the bag-of-words construction through
the term-frequency representation. For the
term-frequency representation (Mtf ) each word
becomes part of the bag-of-words, whereby
the frequency is computed as the number of
occurrences of the word wi for each document dj
belonging a corpus D. Depending on the context
and the data, the matrix of terms representation
can change to a matrix of term-frequency
inverse-document-frequency (tf-idf ), in which the
tf measure is pondered by the number of
occurrences of the term in the rest of the docu-
ments. In the present work, the term-frequency
representation (tf ) was arbitrarily used.

Fig. 1. Classifier-based scheme with privacy protection.

To provide privacy, we rely on Bloom filters
before the training model task, i.e., each word
identified in the bag-of-words has a position in the
Bloom filter defined by k hash functions. Thus, the
hash functions generate the position for the words
in the term-frequency matrix. When several hash
functions are applied, each value obtained will be
added to give the final position. To prevent an
index out of bounds in the Bloom filter array, the
module of each index value is calculated before
being added. If the sum of all values exceeds the
size of the array, a module is applied again. This
process is parameterised by the number of hash
functions k, the size of the array m and the number
of words to add to the filter n. The combination
of values of these three parameters could result
in several words with the same index i.e., words
collisions. As a result, certain words would be lost
in the vocabulary. Besides, documents dj ⊆ D
would have fewer words wi in the matrix of terms.

In this way, sanitization is introduced into the
corpus D, through the words collision introduced
by the hash functions of the Bloom filter. This new
M ′

tf matrix will be the input for the classification
algorithm for training the model.

Once the model was generated on the sanitized
corpus, measuring the effectiveness of our
proposal is essential. This efficiency must be
measured from two points of view: 1) efficiency
of the classification task, using classic measures
of machine learning such as accuracy, precision,
among others; and, 2) how easy it is to re-identify a
document after the Bloom filter has sanitised it. To
measure the effectiveness of the Bloom filter, two
measures were used in this work: the Disclosure
Risk DR, and the Information Loss IL, whose are
described in the next section.

4 Privacy Metrics

In the present paragraph, we describe the two
metrics used to quantified the risk of an adversary
re-linking a sanitized document with its original
counter part and the amount of loss utility
introduced by the privacy mechanism.

In broad terms, Disclosure Risk DR or the
re-identification risk is the danger that a given form
of disclosure will be encountered if a dataset is
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released. In our work, the DR is estimated as the
ratio between the number of correct re-identified
documents and the total number of documents.
Consequently, we take the similarity between the
original and sanitised documents represented by
the term frequency matrices Mtf and M ′

tf . A
couple of steps were performed to compute the
DR value.

First, to compare the documents, we applied
the transposed matrix of the original and sanitised
frequency matrices M t

tf and M t′
tf . Then,

the Edit Distance ED is used as similarity
measure [9]. The ED counts the number of
operations required to transform one document
into another (see Equation 1). In other words,
the measure compares each position of the
original document with its equivalent position in the
sanitised document (c.f., Equation 2), and if there
are differences, the value of the Edit Distance is
increased by one:

ed(d, d′) =

n,m∑
i,j=0

diff(d[i][j], d′[i][j]), (1)

diff(e, e′) =

{
1, if e 6= e′,
0, otherwise.

(2)

Then, the Edit Distance ed(d, d′) is the sum
of differences between documents d and d′. To
perform the re-link inference, a matrix Med should
be constructed using Equation 1. The Med matrix
size is n× n, where n is the number of documents
belonging the corpus D. Each position contains
the value of the Edit Distance for each document
dw compared to each sanitized document dw′.

Later, the Equation 3 is used to measure
the distance between the original and sanitised
document. This measure returns one (1) if the
distance between both documents in the Med

matrix is the minimum value. Finally, the ratio
between the sum of coincidences of all rows in the
matrix Med and the number of documents n is the
Disclosure Risk DR (see Equation 4):

coinc(Med, i) =

{
1, if Med[i, i]) = min(di),
0, otherwise,

(3)

DR =

∑n
i=0 coinc(Med[i], i)

n
. (4)

Regarding Information Loss measure (IL), we
rely on the False Positive Rate (FPR) to capture
the proportion of the number non re-linked
documents that are falsely count as re-linked.
Equation 5 allows calculating the FPR. In this
equation FP is the number of false positives, and
TN is the number of true negatives:

FPR =
FP

FP + TN
. (5)

The FPR allows understanding of the impact
of the uncertainty applied to the corpus at our
disposal. It is worth noting that both DR and IL
metric are bounded. This allows a more suitable
comparison when comparing different datasets.

5 Experiments

In the present section, we apply the privacy metrics
to asses our model. For this purpose, we have
used three different public available datasets [8].
For each dataset, there exists 500 positive and
500 negative sentences. The sentences of the
datasets are from reviews of products7, movies8,
and restaurants9.
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Fig. 2. Measure of a) performance and b) computation
time of SVM with Radial basis function kernel, SVM
with linear kernel, Naive Bayes and Logistic Regression
without privacy mechanism.

To test our approach, we rely on four
different classification algorithms, such SVM with

7Amazon: amazon.com
8Internet Movie Database (IMDb): imdb.com
9Yelp: yelp.com
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Fig. 3. Measure of a) accuracy (ACC), b) Information Loss (IL), c) Disclosure Risk and d) computation time (time) of the
Logistic Regression, Naive Bayes, SVM with radial basis function kernel, and SVM with linear kernel with the privacy
mechanism on the reviews of products dataset.

Radial basis function kernel, SVM with linear
kernel, Naive Bayes and Logistic Regression.
Therefore, we measure the accuracy and time
of the four classification algorithms over the
datasets mentioned above without the sanitisation
mechanism.

Figure 2 depicts Logistic Regression as the best
classification algorithm concerning accuracy and
computation time for the three datasets. We also
observe Naive Bayes and SVM with linear kernel
performing as well as Logistic Regression for Yelp
and Amazon datasets respectively,

To measure the Disclosure Risk (DR) and
Information Loss (IL), we use the sanitization
mechanism based on Bloom Filters over the
reviews of products, movies, and restaurants
datasets applying SVM with radial basis function

kernel, SVM with linear kernel, Naive Bayes and
Logistic Regression classification algorithms. It
is worth noting that accuracy and time are also
computed to measure the quantity of uncertainty
and computational time introduced by the privacy
mechanism.

Figure 3 shows different metrics to evaluate the
performance of the sentiment classification while
using the privacy mechanism. Thus, Logistic
Regression obtains in average an accuracy of
76.33% with minimal and maximal values of 69.89%
and 77.32%. Naive Bayes achieves in average
66.7034% ranging from 62.9% to 68.17%.

Concerning SVM RBF, the performance is
52.73%, which is constant even when the Bloom
Filter size (m) changes. Finally, SVM with linear
kernel attains in average 77.28% of accuracy with
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Fig. 4. Measure of a) accuracy (ACC), b) Information Loss (IL), c) Disclosure Risk and d) computation time (time) of the
Logistic Regression, Naive Bayes, SVM with Radial basis function kernel, and SVM with linear kernel with the privacy
mechanism on the movies dataset.

the minimum value of 74.39% and a maximum
value of 79.47%. It is worth noting that the privacy
mechanism does not degrade much the algorithms
performance, but it adds more computational time
as the Bloom Filter size increases independently of
the number of Hash functions (k).

Regarding False Positive Rate and Information
Loss decrease as the Bloom Filter size increments.
This is an expected behavior since a bigger Bloom
Filter avoids data collisions, which means less IL.
On the other hand, Disclosure Risk (DR) values
are very low ranging from 0 to 0.56 for the four
algorithms. This value means that the privacy
mechanism reduces the chances of an adversary
to re-link comments.

Figure 4 shows the performance of the four
classification algorithms on the movie dataset.

Therefore, the average accuracy of Logistic
Regression, Naive Bayes, SVN with RBF kernel
and SVN with linear kernel are 76.33, 64.09, 53.53,
and 73.84, respectively.

We observe that Logistic Regression does not
loose accuracy as compared to the performance
of its counterpart without the privacy mechanism.
In addition, we note that the number of Hash
functions does not impact significantly over
accuracy.

On the contrary, time increases directly propor-
tional to the size of the Bloom Filter. Concerning
the IL,it decreases as the Bloom Filter size grows.
We do not notice the influence of the number
of Hash functions (k). Thus, the more Hash
function we have, the fewer the probability of a
false positive. Concerning DR, the probability of
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Fig. 5. Measure of a) accuracy (ACC), b) Information Loss (IL), c) Disclosure Risk and d) computation time (time) of the
Logistic Regression, Naive Bayes, SVM with Radial basis function kernel, and SVM with linear kernel with the privacy
mechanism on the restaurants dataset.

an adversary re-linking a message is between 0%
and 0.93% with an average value of 0.27%.

The last experiment was using the restaurant
dataset. Figure 5 reflects the performance of
the classification algorithm when using the privacy
mechanism. On the one hand, we notice that both
Logistic Regression and SVM with linear kernel
perform the best with average accuracy values
of 80.26% a 78.093%, respectively. On the other
hand, SVM with RBF kernel and Naive Bayes
obtain an average accuracy of 53.4% and 69.24%,
respectively. We observe that SVM with RBF
kernel reminds constant despite the parameter
configuration change, while Naive Bayes accuracy
values are ranging from 63.0% to 71.38%.

Regarding computation time, we regard that
time indirectly Proportional to the Bloom filter

size. Apropos IL, as before observed, there is
a decreasing trend while Bloom filter size grows,
where the number of Hash function do not affects
the IL. Finally, It is worth noting that DR value is
in average 0.1822%. The minimal and maximal DR
values are 0.0% and 0.7%, which makes difficult for
an adversary to re-link textual comments.

6 Conclusions

Social networks allow mass spreading of opinions
on a specific topic. Many of these opinions may
contain sensitive information that may highlight
uncomfortable situations for the person posting the
message. In this context, text mining techniques
- such as sentiment analysis - can leave this
sensitive information uncovered. The idea is to

Computación y Sistemas, Vol. 23, No. 4, 2019, pp. 1507–1515
doi: 10.13053/CyS-23-4-3296

PS I Love You: Privacy Aware Sentiment Classification 1513

ISSN 2007-9737



be able to perform the tasks of sentiment analysis
preserving the personal information. To address
this problem, privacy-aware text mining techniques
appear as a solution to the problem of analyzing
sensitive textual data.

In this article, we present a privacy-aware
process to predict the polarity of textual documents
using Bloom Filters. For this, our proposal was
performed over three corpora, and we compared
four supervised learning algorithms. Our results
show that the logistic regression applied on Yelp
corpus offers the best results (80% accuracy).
On the contrary, SVM RBF offers the worst
performance on Amazon corpus. Concerning the
probability of an adversary re-linking a message,
our results show an average value less than 0.30%.
It means that out proposal guarantee the privacy
of individuals. Is worth noting that, in all cases,
the privacy mechanism does not degrade much the
algorithms performance part while guarantying a
private aware analysis.

As future works, we plan to implement a
sentiment analysis process based on the use of
dictionaries. The idea behind it is to add noise
to the dictionaries in order to preserve privacy
when predicting the polarity of the text. We
also plan to analyse corpora that belong to more
than two classes, for instance, corpus containing
messages belonging a positive, negative or neutral
connotation. In addition, we would like to asses our
approach using bigger datasets. Finally, we want to
try other supervised learning algorithms to obtain
better results regarding the accuracy.
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