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Abstract. In general, this paper is focused on creating a 
fuzzy combination of two optimization algorithms. In this 
case, the algorithms work with populations and allow us 
to migrate between them every certain number of 
iterations. On the other hand, fuzzy logic is responsible 
for the dynamic adjustment of parameters within each of 
the algorithms since the variables are different in each 
algorithm. In previous works, a combination between 
genetic algorithm and particle swarm optimization was 
developed, which motivated us to create this 
combination expecting to obtain better results when 
compared to the previous works. The moth-flame 
optimization and lightning search algorithm were 
combined to obtain a powerful hybrid metaheuristic 
combining the advantages of both individual algorithms. 

Keywords. Swarm intelligence algorithms, fuzzy logic 
systems, migration. 

1 Introduction 

In this paper, a combination of two parallel 
optimization algorithms is made that seeks 
between the two a better solution to the problem 
with which we are working. These algorithms are 
the Moth-Flame Optimization and Lightning 
Search Algorithm. There is probably no exact 
relationship between these two algorithms, but as 
regards the results obtained individually, we can 
see that the moth-flame optimization is a good 
algorithm for exploring the search space at the 
moment that it is trying to fly in a straight line to his 
destination.  

On the other hand, the lightning search 
algorithm focused on the creation of lightning 
depending on the richness in terms of the 
concentration of certain chemical elements that are 
scattered in the air of the clouds, which the shock 

that these elements have creates energy of 
lightnings. Which each small beam of light where 
the lightning begins and from there different 
strands come out to form a ray shaped like an 
inverted tree, which is a set of possible solutions. 

The inspiration that led us to make this fuzzy 
combination in parallel is the previous paper in 
which we were working focused on the search for 
a good combination of two optimization algorithms 
at that time, where we used the optimization 
algorithms of GA and PSO were we shared 
between both algorithms a certain portion of 
the  populations.  

Now in this paper we will try to improve the 
results obtained in comparison with the 
combination of PSO and GA [1]. 

At the time of creating the paper, we have not 
found any precedent that the LSA and MFO 
algorithms are being used to evaluate benchmark 
functions as well as the use of dynamic parameter 
adjustment or the combination between both 
algorithms. We have only found that they are being 
used for signal optimization emitted by antennas or 
similar things. In the next section we present some 
other population-based optimization algorithms 
and the theory of each of the algorithms that we 
are going to use.  

Which is the Moth-Flame optimization algorithm 
and the Lightning search algorithm and a bit of how 
our fuzzy combination is developed. In the 
experiments section we show the parameters that 
we will use as well as the fuzzy rules and the 
benchmark functions that we will evaluate.  

There we will show some of the results obtained 
by the experiments. Finally, we will outline a 
conclusion about everything we observed within 
the experiments. 
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2 Background 

There are different categories of optimization 
algorithms in which they may have been inspired 
by how an individual within the population uses 
certain methods to find food. In other cases, it may 
be that the algorithm is inspired by the movement 
that the individual has to reach its destination. 
Algorithms have also been seen that are inspired 
by how adolescents develop in their lives to reach 
the next age stage. 

The search algorithms can be that of the 
dragonfly algorithm that is inspired by how it 
searches food, and we also can find another 
algorithm, like a grasshopper 
optimization algorithm.  

In the case of movement, the bird swarm 
optimization algorithm can be seen. 

There are different optimization algorithms that 
work with populations such as the PSO, DA, BSA, 
AISA, and FA algorithms, among others. But in this 
case, we will use the MFO and LSA algorithm that 
although they have nothing to do with each other, 
the two manage populations, only one is moths in 
search of food and the other seeks to create 
lightning. In this case, the two algorithms are 
dedicated to looking for something in common, 
which would be a good solution for any problem 
they are working.  

Next, we will show you a brief description of 
each of the aforementioned algorithms. 

In the case of the particle swarm optimization 
(PSO) is a population-based stochastic 
optimization technique, are inspired by social 
behavior of bird flocking or fish schooling in search 
of food. PSO has many processes similar to those 
that work with genetic algorithms. This algorithm 
initiates a swarm of random particles, where each 
of the contained particles could be a solution to the 
problem that is being worked on. These possible 
solutions are evaluated in each iteration that we 
have [2, 3, 4]. 

On the social spider optimization (SSO), this 
algorithm is based on the simulation of the 
cooperative behavior of social-spiders. The 
individuals emulate a group of spiders which 
interact between others spiders with the biological 
laws in the colony. The algorithm has two search 
agents are the spider males or females, each 
gender has different tasks [5, 6, 7]. 

The Dragonfly algorithm (DA) is inspired by the 
behavior that can occur in a static and dynamic 
way for dragonflies, which dynamically while in 
search of food can communicate with other 
dragonflies to find food, which for an optimization 
algorithm would be the part of exploration and 
when it is in static way it can exploit the area [8]. 

The Bird swarm algorithm (BSA) is inspired by 
social behavior and the iterations it does depend 
on the type of bird it is. There are three types of 
birds or with different tasks within the swarm, it can 
be foraging behavior, vigilance behavior and flight 
behavior [9]. 

The Adolescent Identity Search Algorithm 
(AISA) is inspired by the simulation about how the 
identity a teenager in a couple is formed, where all 
the experiences that it can lead to live improve their 
knowledge or behavior [10]. 

Finally, the firefly algorithm (FA) is a population-
based optimization algorithm that mimics a firefly’s 
attraction to flashing light. In particular it used the 
concept of how the brightness of individual fireflies 
drew them together and a randomness factor to 
encourage exploration of the solution space [11, 
12, 13, 14]. 

2.1 Optimization Algorithms Based on Swarms 

At the moment there are already algorithms for 
almost any activity which may be inspired by 
biology or phenomena that occur in nature, such 
as talking about algorithms inspired by biology, we 
can find the PSO algorithm that aims to schools of 
fish or flocks of birds move to find food, or in 
another case the algorithm that uses moths that 
focuses on how the moth makes reference to the 
moon to be able to fly long distances in a straight 
line. Or the other case, in algorithms inspired by 
nature, as in our case would be the lightning 
search algorithm, which is dedicated to trying to 
simulate what is known as the lightning that could 
be described as an inverted tree, where each 
thread or tip that has the lightning would be a 
possible solution. That is why we could say that we 
combine two worlds, where it is a biologically 
inspired algorithm and also a naturally inspired 
algorithm to find between the two algorithms a 
better solution for the problem we are dealing with. 

Although there are too many algorithms of 
different types, we selected these algorithms 

Computación y Sistemas, Vol. 26, No. 2, 2022, pp. 743–757
doi: 10.13053/CyS-26-2-4269

Yunkio Kawano, Fevrier Valdez, Oscar Castillo744

ISSN 2007-9737



because they were interesting to us to test the 
combination of both, where we think that speaking 
of nature, moths and lightning do not get along. 
Apart from the fact that individually the two 
algorithms provide good solutions [15].  

The following optimization algorithms are used 
to create the fuzzy combination shown in section 3 
of this paper. 

2.1.1 Moth Flame Optimization 

This optimization algorithm is inspired by the 
orientation ability of the moths when flying in the 
middle of the night towards the moon. The moths 
are oriented by means of a mechanism called 
transverse orientation, which consists of 
maintaining a fixed angle in the direction of the 
moon to fly in a straight line over great distances, 
since the moon is very far away.  

Although currently in nature the moths are 
confused in the presence of artificial lightning, 
which causes them to think that they see the moon, 
but since the distances are much shorter the moths 

begin to spin around the lamp without control, until 
unfortunately die. 

The algorithm assumes that moths and flames 
are among the possible solutions, where moths are 
search agents that move around the space and 
flames are the best position found so far by the 
moth. These moths fly close to the flame in case 
they find a better solution. The flame is updated. 

The movement of the moth while in search of a 
better solution is in logarithmic spiral. Where at the 
beginning of the spiral is a moth and at the end it 
must be the position of the flame, and it should be 
noted that the range of the spiral must not exceed 
the search space: 

𝑆 𝑀 , 𝐹 = 𝐷 ∙ 𝑒 ∙ cos(2𝜋𝑡) + 𝐹  , (1) 

where 𝐷 =  𝐹 − 𝑀   is the distance between the 
flame and moth where 𝑀  is the position of the 
moth in 𝑖 and 𝐹  is the position of the flame in 𝑗. 𝑏 
it’s a constant that defines the logarithmic spiral. 𝑡 
is a random number between [−1, 1]. In MFO, the 
control between exploitation and exploration is 
thanks to 𝑆 that is the spiral movement of the moth 
near the flame in the search space. 

At a certain point of the algorithm, the update of 
the number of flames is applied since it helps us to 
improve the exploitation of the MFO algorithm. 
Because the algorithm searches in various 
positions within the search space, which reduces 
the number of possibilities we have to exploit the 
best possible solutions.  

Therefore, reducing the number of flames helps 
to solve this problem based on the 
following equation:  

𝑓𝑙𝑎𝑚𝑒𝑠 𝑛𝑜. =  𝑁 − 𝑙 ∗  , (2) 

where 𝑁 is the maximum number of flames, l is the 
current number of iterations, and T indicates the 
maximum number of iterations[16, 17, 18, 19]. 

2.1.2 Lightning Search Algorithm 

This is an optimization algorithm that is inspired by 
the natural phenomenon of how lightning is created 
in the natural environment.  

A propagation mechanism is used in a 
staggered manner, which takes the form of an 

 

Fig. 1. Flowchart Moth-Flame Optimization 
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inverted tree, which is why the algorithm has three 
types of projectiles, where the first is a transition 
one which generates the first leading population, 
then continue the space projectiles that try to 
obtain a better position in the leadership range and 
finally we have the leading projectiles that have the 
best position. 

The projectiles are composed of hydrogen, 
nitrogen and oxygen atoms that can be found near 
the region of the storm clouds, when the molecules 
of these elements travel at a great speed through 
the atmosphere and are ionized the produce a path 
or channel through the collision and transition to 
the step leader.  

The projectiles that travel under normal 
conditions through the atmosphere lose kinetic 
energy when they collide with molecules in the air. 
The velocity of a projectile is obtained with the 
following equation: 

𝑣 = 1 −
 

 − , (3) 

where 𝑣  and 𝑣  are the current velocity and initial 
velocity, respectively, of the projectile; 𝑐 is the 
speed of light; 𝐹  is the constant ionization rate; 𝑚 
is the mass of the projectile; and 𝑠 is the length of 
the path traveled.  

The equation shows that velocity is a function 
of leader tip position and projectile mass. When the 
mass is small or when the path traveled is long, the 
projectile has little potential to ionize or explore a 
large space. Other property of a stepped leader is 
forking, which means that are two symmetrical 
branches are created because the nuclei collision 
of the projectile is realized by using the opposite 
number as in the next equation:  

𝑝 = 𝑎 + 𝑏 − 𝑝  (4) 

where 𝑝  and 𝑝  are the opposite and original 
projectiles, respectively, in a one-dimensional 
system; a and b are the boundary limits. This 
adaptation may improve some of the bad solutions 
in the population. If forking does not improve 
channel propagation in the LSA, one of the 
channels at the forking point is illuminated to 
maintain the population size [20, 21, 22, 23]. 

2.1.3 Fuzzy Combination of MFO and LSA 

The fuzzy combination of the Moth-Flame 
Optimization (MFO) and Lightning Search 
Algorithm (LSA) is to try to find a better solution, 
since the MFO algorithm is good to explore within 
the search space and the LSA algorithm is good to 
exploit although the algorithm converges 
prematurely, so that is why we combine them to try 
to balance the amount to exploration and 
exploitation necessary so that between the two 
algorithms better solutions are obtained when 
comparing the algorithms individually [21, 22, 23]. 

 

Fig. 2. Flowchart Lightning Search Algorithm 
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To achieve the combination of the MFO and LSA 
algorithms, we configure them so that the two 
algorithms are intertwined to run at the same time 
and to apply the use of migration blocks, which 
allow us to exchange a certain number of 
individuals within of each of the populations, it 
would be like exchanging a certain number of 
moths for lightning bolts within the algorithms 
used  [27].  

In Figure 3 can be appreciated how the 
operation of the algorithms combined into one is 
shown in the diagram. According to the diagram it 
is seen that the algorithms are executed 
simultaneously with each of their processes on 
each side of the drawing and in the central part of 
the diagram is what would be the migration block, 
it is used every certain number of individuals to 
be shared.  

The diagram shows where the dynamic 
parameter adjustment is applied, but does not 
describe what is the condition to apply it. The 
condition that it is applied is from iteration 100 

onwards, so that the algorithm has time to look for 
a shortly before starting to share the individuals 
and this action stops applying 100 iterations before 
reaching the maximum number of iterations, 
regardless of the maximum number of iterations 
that are being used. The variables that are 
adjusted in the two algorithms that we use, one 
variable is about the value of the spiral used by the 
moth-flame algorithm and the other is from the 
lightning search algorithm, which would be the 
probability of creating two solutions form one or 
dividing the lightning channel. 

The results obtained are the average of 30 runs 
of the code, thus being able to perform a valid 
statistical test. 

3 Experiments 

The experiments were carried out on a computer 
with an Intel i5-9400f processor that has 6 cores 
and 6 threads, it is complemented by 16 gigabytes 
of RAM memory and a Nvidia GTX 970 video card 

 

Fig. 3. Flowchart Lightning Search Algorithm 
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with 4 gigabytes GDDR5. Although the latter is 
unnecessary since the code is not focused on 
having better times with the use of the GPU, in 

terms of storage it is a high-speed solid hard disk 
in which we can find MATLAB R2017b installed to 
run the codes. 

Table 1. Parameters for algorithms used 

Parameter Value 

Populations 100 

Dimensions 5, 10, 20, 40 and 80. 

Iterations 500, 1000 and 2000. 

Logarithmic spiral amplitude (MFO) [0.001, 0.99] 

Maximum channel time (LSA) 10 

Bifurcation percentage (LSA) [0.001, 0.99] 

Table 2. First fuzzy logic system for adapt value of Spiral in Moth-Flame algorithm 

Rules Iteration Spiral 

1 Low Low 

2 Mid-Low Mid-Low 

3 Mid Mid 

4 Mid-High Mid-High 

5 High High 

Table 3. Second fuzzy logic system for adapt value of Spiral in Moth-Flame algorithm 

Rules Iteration Spiral 

1 Low High 

2 Mid-Low Mid-High 

3 Mid Mid 

4 Mid-High Mid-Low 

5 High Low 

Table 4.  First fuzzy logic system to adapt the value of Fork in Lightning Search algorithm 

Rules Iteration Spiral 

1 Low Low 

2 Mid-Low Mid-Low 

3 Mid Mid 

4 Mid-High Mid-High 

5 High High 
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3.1 Fuzzy Logic Systems 

Fuzzy logic allows a better analysis of the input 
data that a complex computational system is going 
to have since it gives us the ability to have several 
possible best solutions, which is decided by one in 
terms of the rules that have been specified in the 
system fuzzy as well as membership functions. 

The following table shows the simple 
configuration that we use where there are only 5 
rules for each of the variables with dynamic 
parameter adjustment, where basically all of them 
have one input and one output [28]. 

Currently there are some works that make use 
of fuzzy logic systems to adjust the parameters of 
all kinds of algorithms [23, 24, 25, 26]. 

Table 2 is for dynamic adjustment of the spiral 
variable that is used by the MFO algorithm, where 
the output values go increasing. 

Table 3 is for dynamic adjustment of the spiral 
variable that is used by the MFO algorithm, where 
the output values go decreasing. 

Table 4 is for dynamic adjustment of the fork 
variable that is used by the LSA algorithm, where 
the output values go increasing. 

Table 5 is for dynamic adjustment of the fork 
variable that is used by the LSA algorithm, where 
the output values go decreasing. 

4 Experiments 

Table 6 shows the benchmark functions used to 
evaluate the performance of each of the 
algorithms, be they the MFO, LSA algorithms and 
in the fuzzy combination of both. 

The following tables show some of the most 
relevant results obtained in the experimentation 
stage of each of the algorithms, already in the 
original version of MFO and LSA as well as in the 
fuzzy combined version of both, where they help 
each other. two for best result.  

After each of the tables, an explanation of what 
is observed in each one is presented. 

4.1 Comparison of All Algorithms Used 

This section shows all the results obtained from the 
experiments carried out, it should be noted that 
each result shown is the average of 30 runs.  

In Table 7 the results for 5 dimensions and 500 
iterations are compared, we can see that the first 
four benchmark functions the fuzzy combination 
can obtain better results but in the other functions 
the results are very close in terms of the original 
MFO and LSA algorithms. 

In Table 8 the results show that increasing the 
dimensions increases the complexity of the 
problem, which is why the results are moving away 
from zero, but we can see that the column of the 
fuzzy combination obtains better results than the 
columns with the original algorithms except for the 
F8 function. 

Table 9, in the same way as in the previous 
table, it is shown that the more complex the 
problem is or that it has more dimensions, the fuzzy 
combination may be more profitable to use since it 
obtains better results. 

Table 5.  Second fuzzy logic system to adapt the value of Fork in Lightning Search algorithm 

Rules Iteration Spiral 

1 Low High 

2 Mid-Low Mid-High 

3 Mid Mid 

4 Mid-High Mid-Low 

5 High Low 
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Table 6.  Benchmark functions 

No. Function Range  

F1 
𝒙𝒊

𝟐
𝒏

𝒊 𝟏
 

[-5.12, 5.12] 

F2 
|𝒙𝒊|

𝒏

𝒊 𝟏
+  |𝒙𝒊|

𝒏

𝒊 𝟏
 

[-10, 10] 

F3 
𝒙𝒊

𝒊

𝒋 𝟏

𝒏

𝒊 𝟏
 

[-100, 100] 

F4 𝐦𝐚𝐱 {[𝒙𝒊], 𝟏 ≤ 𝒊 ≤ 𝒏} [-100, 100] 

F5 
𝟏𝟎𝟎 𝒙𝒊 𝟏 − 𝒙𝒊

𝟐 𝟐
+ (𝒙𝒊 − 𝟏)𝟐

𝒏 𝟏

𝒊 𝟏
 

[-30, 30] 

F6 
([𝒙𝒊 + 𝟎. 𝟓])𝟐

𝒏

𝒊 𝟏
 

[-100, 100] 

F7 
𝒊𝒙𝒊

𝟒
𝒏

𝒊 𝟏
+ 𝒓𝒂𝒏𝒅𝒐𝒎[𝟎, 𝟏) 

[-1.28, 1.28] 

F8 
−𝒙𝒊𝒔𝒊𝒏 |𝒙𝒊|

𝒏

𝒊 𝟏
 

[-500, 500] 

F9 
[𝒙𝒊

𝟐 − 𝟏𝟎 𝐜𝐨𝐬(𝟐𝝅𝒙𝒊) + 𝟏𝟎]
𝒏

𝒊 𝟏
 

[-5.12, 5.12] 

F10 
−𝟐𝟎 𝐞𝐱𝐩 −𝟎. 𝟐 

𝟏

𝒏
𝒙𝒊

𝟐
𝒏

𝒊 𝟏
− 𝒆𝒙𝒑

𝟏

𝒏
𝒄𝒐𝒔(𝟐𝝅𝒙𝒊)

𝒏

𝒊 𝟏
+ 𝟐𝟎 + 𝒆 

[-32.768, 32.768] 

F11 𝟏

𝟒𝟎𝟎𝟎
𝒙𝒊

𝟐 − 𝒄𝒐𝒔
𝒙𝒊

√𝒊
+ 𝟏

𝒏

𝒊 𝟏

𝒏

𝒊 𝟏
 

[-600, 600] 

F12 
𝝅

𝒏
𝟏𝟎 𝒔𝒊𝒏𝟐(𝝅𝒚𝒊) + (𝒚𝒊 − 𝟏)

𝒏 𝟏

𝒊 𝟏

𝟐

[𝟏 + 𝟏𝟎 𝒔𝒊𝒏𝟐(𝝅𝒚𝒊 𝟏)] + (𝒚𝒏 − 𝟏)𝟐

+ 𝒖(𝒙𝒊, 𝟏𝟎, 𝟏𝟎𝟎, 𝟒)

𝒏

𝒊 𝟏

 

 

𝒚𝒊  =  𝟏 + 
𝒙𝒊  +  𝟏

𝟒
, 𝒖(𝒙𝒊, 𝒂, 𝒌, 𝒎) =  

𝒌(𝒙𝒊  −  𝒂)𝒎,       𝒙𝒊 >  𝒂
𝟎                        − 𝒂 <  𝒙𝒊 < 𝒂

𝒌( −𝒙𝒊  − 𝒂 )𝒎,     𝒙𝒊 <  −𝒂
 

[-50, 50] 

F13 

𝟎. 𝟏 𝒔𝒊𝒏𝟐(𝟑𝝅𝒚𝒊)  + (𝒙𝒊 − 𝟏)

𝒏 𝟏

𝒊 𝟏

𝟐

[𝟏 + 𝒔𝒊𝒏𝟐(𝟑𝝅𝒚𝒊 𝟏)]

+ (𝒙𝒏 − 𝟏)𝟐[𝟏 + 𝒔𝒊𝒏𝟐(𝟐𝝅𝒚𝒏)] + 𝒖(𝒙𝒊, 𝟓, 𝟏𝟎𝟎, 𝟒)

𝒏

𝒊 𝟏

 

 

+, 𝒖(𝒙𝒊, 𝒂, 𝒌, 𝒎) =  

𝒌(𝒙𝒊  −  𝒂)𝒎,       𝒙𝒊 >  𝒂
𝟎                      − 𝒂 <  𝒙𝒊 < 𝒂

𝒌( −𝒙𝒊  − 𝒂 )𝒎,     𝒙𝒊 <  −𝒂
 

[-50, 50] 
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Table 7. Experimental results with MFO, LSA and Fuzzy Combination for 5 dimensions and 500 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 1.649E-80 7.59E-157 3.533E-157 

F2 1.12E-44 6.34E-83 6.272E-83 

F3 1.95E-53 6.44E-84 7.583E-86 

F4 1.794E-35 2.549E-70 2.253E-69 

F5 12.46 1.586 2.275 

F6 0 0 0 

F7 2.186E-04 3.883E-04 1.787E-02 

F8 -1890 -1996 -1989 

F9 2.885 86.23 1.327 

F10 8.88E-16 3.25E-15 1.243E-15 

F11 0.07662 0.04762 0.04122 

F12 6.62E-10 2.65E-07 0 

F13 3.99E-09 
1.36E-06 

 
0 

Table 8. Experimental results with MFO, LSA and Fuzzy Combination for 20 dimensions and 500 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 5.78E-13 2.964E-40 1.848E-39 

F2 4.333 3.655E-13 9.012E-15 

F3 2501 0.0006403 0.001162 

F4 29.28 0.00000947 3.464E-06 

F5 12150 20.98 20.18 

F6 4.41E-13 0.7 1 

F7 0.09774 0.007223 0.04333 

F8 -6269 -6451 -6486 

F9 67.69 27.26 32 

F10 0.4659 0.9644 1.065 

F11 0.03244 0.01943 0.02058 

F12 0.088112 1.242846 0.15751 

F13 0.005045 0.174869 0.00356 

Computación y Sistemas, Vol. 26, No. 2, 2022, pp. 743–757
doi: 10.13053/CyS-26-2-4269

Fuzzy Combination of Moth-Flame Optimization and Lightning Search Algorithm ... 751

ISSN 2007-9737



Table 9. Experimental results with MFO, LSA and Fuzzy Combination for 80 dimensions and 500 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 1.55E+04 7.05E-03 4.20E-02 

F2 1.13E+02 1.02 1.34 

F3 1.05E+05 1.95E+04 2.04E+04 

F4 8.69E+01 36.9 3.89E+01 

F5 2.85E+07 268.0 3.06E+02 

F6 1.54E+04 19.1 1.14E+02 

F7 27.3 0.185 2.98E-01 

F8 -2.1E+04 -1.99E+04 -2.24E+04 

F9 5.76E+02 1.99E+02 1.86E+02 

F10 1.91E+01 3.29 5.44 

F11 1.27E+02 5.41E-03 1.86E-02 

F12 0.523797 21867861 0.47468 

F13 
3.947527 

 

143748882 

 
3.03139 

Table 10. Experimental results with MFO, LSA and Fuzzy Combination for 5 dimensions and 1000 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 3.71E-81 0 0 

F2 3.28E-44 6.48E-165 4.52E-166 

F3 4.06E-52 9.14E-174 4.79E-173 

F4 7.21E-35 3.45E-140 4.83E-140 

F5 8.78E-01 1.24 1.27 

F6 0 0 0 

F7 2.79E-04 2.57E-04 1.34E-02 

F8 -1.95E+03 -2.02E+03 -2.01E+03 

F9 2.55 1.13 1.43 

F10 8.88E-16 5.49E-02 5.49E-02 

F11 7.84E-02 6.21E-02 3.37E-02 

F12 0 
7.38E-07 

 
0 

F13 0 
2.152E-06 

 
0 
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The next three tables are using 1000 iterations, 
which allows the algorithm to have more time to 
find a better solution. In Table 10, when working for 

5 dimensions and 1000 iterations, we can see that 
the fuzzy combination finds zeros in function 1 and 
in function 6 all algorithms reach zero.  

Table 11. Experimental results with MFO, LSA and Fuzzy Combination for 20 dimensions and 1000 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 6.99E-13 4.25E-81 1.925E-82 

F2 2.333 2.65E-16 1.325E-24 

F3 2834 2.23E-10 7.922E-11 

F4 32.18 2.74E-12 1.654E-12 

F5 12240 11.33 10.63 

F6 6.06E-13 0.6333 0.8 

F7 0.009386 0.00591 0.04692 

F8 -6341 -6327 -6748 

F9 71.53 31.97 30.68 

F10 0.1542 0.7915 1.07 

F11 0.02811 0.01739 0.02685 

F12 0 0.55150 0 

F13 0 0.25621 0 

Table 12. Experimental results with MFO, LSA and Fuzzy Combination for 80 dimensions and 1000 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 1.40E+04 1.81E-09 8.71E-06 

F2 1.08E+02 3.83E-01 8.58E-01 

F3 9.68E+04 7.27E+03 8.25E+03 

F4 8.79E+01 3.14E+01 3.31E+01 

F5 2.50E+07 1.99E+02 1.67E+02 

F6 1.43E+04 2.03E+01 1.34E+02 

F7 5.44E+01 1.24E-01 2.52E-01 

F8 -2.06E+04 -1.98E+04 -2.26E+04 

F9 5.80E+02 1.98E+02 2.02E+02 

F10 1.92E+01 3.57 5.63 

F11 1.48E+02 4.11E-03 2.02E-02 

F12 0.20298 3.519E+07 0.15478 

F13 0.54241 7.085E+07 0.59517 
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In Table 11, 20 dimensions and 1000 iterations 
are used here, what we expect is that our fuzzy 
combination will be better when evaluating each of 
the different benchmark functions, but in this case, 

the results obtained are very similar to those 
obtained by the original LSA algorithm where by 
very little only in some of the functions wins our 
combination. 

Table 13. Experimental results with MFO, LSA and Fuzzy Combination for 5 dimensions and 2000 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 6.42E-165 0 0 

F2 2.54E-89 2.27E-186 0 

F3 3.93E-110 8.78E-101 0 

F4 6.06E-71 3.31E-114 3.02E-282 

F5 2.04 1.22 7.93E-01 

F6 0 0 0 

F7 1.24E-04 1.03E-03 1.12E-02 

F8 -1.90E+03 -3.73E+03 -2.03E+03 

F9 2.82 6.40 1.43 

F10 8.88E-16 3.41E-01 1.01E-15 

F11 1.17E-01 1.04E-01 4.19E-02 

F12 0 9.433E-32 0.02526 

F13 0 0.00037 0.03138 

Table 14. Experimental results with MFO, LSA and Fuzzy Combination for 20 dimensions and 2000 iterations 

Fun. MFO LSA Fuzzy Combination 

F1 1.339E-29 2.44E-169 8.912E-168 

F2 1.667 7.032E-17 6.864E-18 

F3 2667 1.845E-24 8.608E-24 

F4 27.38 9.111E-27 2.211E-24 

F5 6289 4.35 1.793 

F6 2.275E-29 0.5667 0.3333 

F7 0.004921 0.004996 0.0474 

F8 -6457 -6433 -6690 

F9 81.41 29.85 30.45 

F10 0.1319 0.9823 1.038 

F11 0.02352 0.01632 0.02384 

F12 0 0.34955 0 

F13 0 4.71827 0 
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In Table 12, with 80 dimensions and 1000 
iterations, the results show that in the same way 
the column of the LSA algorithm is the winner in 
most of the benchmark functions. 

The next three tables show the results with 5 
and 20 dimensions, but with 2000 iterations. 

In Table 13, adding more time to the 
experiments, it is observed that at least it is the first 
three functions as well as in the sixth they show 
zeros as results and in the some others they are 
very close to zero. 

In Table 14, we can observe the pattern of the 
results where 1000 iterations and 20 or 80 
dimensions were used that the LSA column beasts 
the fuzzy combination column, that is why we do 
not show the table of 80 dimensions and 
2000  iterations. 

5 Conclusions 

Based on the obtained results, it can be observed 
that the fuzzy combination can be a good idea to 
use when we are working with a complex problem 
in question in a more efficient way. The moth-flame 
optimization and lightning search algorithm were 
combined to obtain a powerful hybrid metaheuristic 
combining the advantages of both individual 
algorithms. In our case, evaluating the thirteen 
benchmark functions that are in a certain way 
arranged in an ascending level of complexity. That 
is why the results on some occasions are shown 
that the values reach zero with any of the 
algorithms, that is if is recommended that we work 
at least with one thousand iterations or more to 
allow the algorithm time to find the best solution.  

In the future, we would like to perform tests with 
much more complicated benchmark functions to 
see if the algorithm with migration is really viable. 

As future work, to improve the proposed 
method, we envision adding dynamic parameter 
adjustment using type-2 fuzzy systems to obtain 
better results.  

On other hand, although this article is not about 
that, we would like to add improvements in terms 
of execution times, with the use of CUDA functions 
that we have used in other algorithms and they 
could help in saving time. 
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