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Abstract. A recommender system is a type of 

information filtering system that predicts and 
recommends items or products to users based on their 
preferences and past behaviors. It is commonly used in 
e-commerce and social media to suggest items that a 
user may be interested in purchasing, reading, watching, 
or listening to. Sentiment analysis is an area of natural 
language processing that has emerged as a popular way 
for organizations to detect and categorize opinions about 
a product, idea, or service. In recent years, many 
attempts have been made to apply sentiment analysis in 
designing recommender systems, in order to 
recommend various items, such as hotels. It is thought 
that providing a quality hotel suggestion based on the 
requirements and preferences of users is a challenge 
and, naturally, an alluring effort for tourism applications. 
In this paper, the quality of decision making for hotel 
recommender systems based on sentiment analysis, 
deep learning, and data balancing techniques has been 
improving. Multiple approaches are used with our 
proposed system to provide high-quality hotel 
recommendations. To achieve this goal, first, the 
existing dataset is balanced, using the translating and 
text paraphrasing policy by a transformer-based model 
called T5. Afterwards, an integrated method, including 
the transformer-based XLM-RoBERTa model is used 
along with the attention mechanism for sentiment 
analysis. The result of the comparison of our proposed 
model with the four best non-transformer-based models; 
RNN, GRU, LSTM, Bi-LST, and the most recent 
transformer-based model, En-RFBERT, on the 
TripAdvisor dataset, showed the superiority of our 
proposed method.  Our proposed system beats En-
RFBERT by 3%, 7%, and 5% in Macro Precision, Recall, 
and F1-score, respectively, and performs better than En-
RFBERT when it comes to responsiveness time. 

Keywords. Recommender system, sentiment analysis, 

data balancing, natural language processing, deep 
learning, transformer, attention. 

1 Introduction 

With the emergence of the internet in our life, the 
world can be seen from a wide-shot perspective, 
and when it grew and became complicated, 
diverse knowledge was shining brighter around us, 
underlying this enchanting expansion, an 
important challenge appears swiftly: how can 
relevant information be retrieved from the massive 
amount of unstructured data? 

One of the practical solutions for this 
challenging question can be found in the 
Recommender Systems (RSs). By providing 
personalized recommendations, RSs have 
become an essential system for business to 
enhance user experience, increase customer 
loyalty, and drive sales. 

Various techniques are used to assemble 
recommendation systems including Collaborative 
Filtering (CF), Content-Based filtering (CB), 
Knowledge-Based filtering (KB), and hybrid 
approaches. Collaborative filtering relies on the 
behavior and preferences of similar users to make 
recommendations, while content-based filtering 
uses features of the items themselves to suggest 
related items. In a knowledge-based recommender 
system, the knowledge base is a database of 
information about the items being recommended, 
such as their features, attributes, 
and characteristics. 

The system uses this information to determine 
which items would best meet the user’s needs and 
preferences. Hybrid approaches combine the 
techniques to provide more accurate and diverse 
recommendations [1]. 
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When users with different needs are looking for 
items like products [2], hotels [3], and movies [4], 
e-commerce platforms and their customers stand 
to gain a great deal from the development of a 
method to present products in a manner that is 
determined by the preferences of consumers. The 
latest studies have found that one of the most 
advanced techniques for developing such an RS is 
to extract user opinions about a particular 
product [5]. 

Since the hotel RSs are intended from a travel 
marketing perspective, a huge number of shared 
textual reviews concerning various hotel attributes 
(e.g., cleanliness, food, service, etc.) can be 
viewed as a key and informative source for 
extracting users’ opinions [6]. 

The sentiments derived from these shared 
reviews can assist recommendation algorithms in 
gaining a deeper comprehension of hotel 
attributes, thereby producing hotel 
recommendations that are more appropriate to the 
user preferences [7]. 

The concept of opinion mining or sentiment 
analysis refers to studying what people feel about 
items such as hotels, products, restaurants, and 
their attributes [8]. In search of resources for 
analyzing sentiments, we can find platforms like 
Airbnb1, TripAdvisor2, and Expedia3, which provide 
opinionated textual reviews in digital form. 

By processing these reviews, insights about 
hotels and how they treat their guests can be 
gathered and incorporated into a recommendation 
system to assist travelers (users) in finding the 
most suitable hotels. 

For instance, users may place great importance 
on food quality, and when traveling with their 
family, they may prefer to stay in hotels that serve 
delicious food. Therefore, it is essential to take into 
account both user preferences and hotel attributes 
[9-11]. 

In this paper, the quality of decision making for 
hotel recommender systems based on sentiment 
analysis, deep learning, and data balancing 
techniques has been improved. Multiple 
approaches are used with our proposed system to 
provide high-quality hotel recommendations. 

                                                      
1 www.airbnb.com 
2 www.tripadvisor.com 

The remainder of this work is arranged in the 
following manner. In Section 2, the literature 
related to recommender systems and sentiment 
analysis is reviewed. Section 3 gives the details of 
our proposed method. 

The evaluation and experimental results are 
presented in section 4. Finally, the study is 
concluded in section 5, and some possible future 
works are also mentioned there. 

2 Related Works 

There is an excellent opportunity for hotel RSs that 
leverage critical advantages inherent in the 
recommendation process; indeed, travelers want 
to specify their requirements explicitly, such as 
destination, priorities, and duration of trips; on the 
other hand, RSs can properly prepare options for 
the user to specify his or her prerequisites and 
when these important pieces of knowledge are 
gathered, suitable hotels can be retrieved in the 
recommendation list [12, 13]. 

De Pessemier et al. concentrated on a list of 
users’ ratings, personal preferences, and 
destination-specific requirements and formed a 
hybrid approach consisting of the CB and KB 
techniques for recommending travel destinations 
to groups. 

They gave each dimension, such as location, 
tourist profile, type of attraction, and transportation 
costs, and then performed a weighted average 
rating prediction [14]. 

Gulzar et al. provided a framework for course 
recommendation that assists learners in selecting 
courses that meet their given requirements, 
implying that the system can read the learner’s 
requirements explicitly and recommend courses 
to them. 

Their algorithm searches the space of potential 
courses using published content about them and 
attempts to improve the quality of user queries by 
locating synonyms and creating N-grams in order 
to return a larger number of relevant courses. Their 
proposed hybrid approach performed well and has 
acquired a recommendation accuracy of 
95.25%  [15]. 

3 www.expedia.com 
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For sentiment analysis of user comments on 
YouTube about smartphone devices, Mai and Le, 
suggested a deep learning technique based on 
multilingual Bidirectional Encoder Representations 
from Transformers (BERT) [16]. 

In order to create a more generalizable model, 
they combined sentiment analysis tasks trained at 
the sentence and aspect levels to minimize the 
requirement for feature engineering and other 
language sources. 

Their model has achieved an F1-score of 
81.78% and outperformed recent baselines by a 
large margin of 3.06% accuracy. When sentiment 
analysis is performed at the aspect level, 
information about both the whole text and the 
different aspect categories becomes essentially 
significant [17]. 

Liao et al. proposed that feature extraction on 
full text and aspect tokens be performed using a 
pre-trained model of the Robustly Optimized BERT 
Pre-training Approach (RoBERTa) [18]. 

By combining the pre-trained RoBERTa model, 
which has been trained on a large amount of 
textual data, and the attention mechanism, the 
most relevant features can be detected, and stable 
performance can be achieved. 

In light of the growing popularity of pre-trained 
and transformer-based models like BERT, several 
researchers are exploring new ways to improve on 
these established models [19]. In another study, 
Song et al. examined the potential of BERT 
intermediate layers to enhance BERT fine-tuning 
and attempted to extract knowledge from the 
intermediate layers [20]. 

As a result, aspect-based sentiment analysis 
and natural language inference tasks were 
improved. The modified model was evaluated on 
two tasks, aspect-based sentiment analysis, and 
natural language inference, and both yielded better 
results than the previous models by achieving a 
76.69% accuracy metric. 

One of the problems with mining opinions from 
tourism review data is that there are a variety of 
phrases or sentences that are in more than one 
language. From a wider perspective, analyzing 
user-generated content from across countries, like 
the United States, Germany, France, Italy, etc., 
necessitates the processing of various languages. 
Barriere et al. proposed fine-tuning the multilingual 
transformer model termed XLM-RoBETRa [21] and 

utilizing data-augmentation using an automatic 
translation approach to address the issues 
associated with non-English tweets sentiment. 

Their suggested architecture showed better 
performance when compared to monolingual pre-
trained models in this context and obtained a 
Macro F1-score of 71.4% [22]. 

In a separate work, Ghosh et al. investigated 
the presence of multi-language code-mixed texts 
and proposed a multi-task system that includes 
polarity recognition and sentiment 
classification [23]. 

This system made use of the XLM-RoBERTa 
cross-lingual embedding-based transformer 
model. The two tasks included in this work were 
polarity detection and sentiment classification. 
When compared to state-of-the-art XLMR-based 
models employed for the same job, the results 
achieved by their model using transfer learning 
were superior. 

In order to provide more precise 
recommendations, RSs can benefit from 
processing and identifying item information, such 
as shared reviews, and understanding the 
underlying sentiments expressed in those 
feedbacks [24]. In this regard, a number of studies 
have focused on the application of sentiment 
analysis in RSs and have developed models to 
support their conclusions. 

Asani et al. suggested a sentiment-based 
restaurant recommendation system. The method 
begins by extracting individual food preferences 
from gathered textual comments via a lexicon-
based Sentiment Analysis technique based on 
SentiwordNet. 

According to these extracted preferences, their 
suggested RS can recommend restaurants and 
assist users in selecting the best options and 
making an informed choice [25]. 

An approach to tourism recommendation based 
on semantic clustering and sentiment analysis was 
devised by Abbasi-Moud et al. in [26]. Textual data 
from TripAdvisor was investigated for user 
preferences using semantic clustering and text 
sentiment analysis. 

The authors adopted an adjustment 
mechanism that modified tourist recommended 
destinations based on the current situation and a 
variety of contextual parameters, such as time and 
weather data. Liu et al. offer a multilingual review-
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aware deep recommender architecture that 
accurately recommends based on investigated 
feelings in reviews. 

They employed pre-trained multilingual word 
embedding to deal with reviews from different 
languages, fed the embedding to Bidirectional 
GRU to obtain enriched word representations, then 
extracted aspects obtained to perform aspect-level 
sentiment analysis using the attention mechanism. 

Following that, the target user rating of a 
particular item can be predicted using the explored 
sentiments and attention mechanisms [10]. 
Recently, Ray et al. proposed a hotel RS that 
generates tailored recommendations using trinary 
sentiment analysis and aspect categorization of 
hotel reviews. 

To start with, they tried to group the textual data 
into categories based on hotel characteristics 
using fuzzy logic and the cosine similarity methods 
to do this. Second, they constructed an ensemble 
of five sentiment classifiers, three of which were 
trained to recognize binary polarities with BERT, 
and two of which were learned to detect trinary 
polarities with BERT and Random Forest, to 
handle their imbalanced dataset. 

The final step of their proposed approach is to 
generate a list of recommended hotels based on 
user preferences and sentiment associated with 
hotel reviews. Their proposed ensemble model 
performed well in sentiment classification and 
obtained a Macro F1-score of 84% and improved 
accuracy [27]. 

In another endeavor, Roy and Dutta were 
involved in the design and development of a 
sentiment analysis-based movie recommendation 
system [28]. To perform sentiment analysis on 
user-submitted reviews of various films, this 
system used an evolutionary algorithm known as 
Water Cycle Earthworm Optimization (WCEWO). 

They present a system in which Hierarchical 
Attention Networks (HAN) are used to aid in the 
process of sentimental classification. The WCEWO 
algorithm is used to support the HAN training 
process, and as a consequence, an acceptable 
movie recommendation is achieved by presenting 
users with relevant recommendations for positively 
reviewed movies. 

3 Proposed System 

Despite the fact that using shared textual reviews 
about hotels can strengthen our 
recommendations, our strategy may face four 
fundamental flaws. First, an imbalanced dataset 
containing many more instances of one sentiment 
class than another can pose serious difficulties for 
most learning algorithms that assume a relatively 
balanced distribution [29]. 

Second, although the textual reviews are 
written in English, due to the diversity of 
nationalities of the travelers (users) who write 
these reviews, we see the presence of words from 
different languages in the written sentences, which 
can disrupt the performance of the sentiment 
classifier model. 

For example, the phrase «hinnalle ainakin off 
season» which contains Finnish and English 
words, appears in one textual review feedback. 

Third, because each hotel has diverse 
attributes like cleanliness, food, and room, any 
textual review published about it might also have 
varied thoughts about its different attributes. 

For instance, a former guest of a hotel might 
think about the quality of the room and submit 
feedback in the form of a text in order to assist 
other travelers or users in evaluating the hotel. 

Therefore, for the purpose of exploring the 
opinions towards a particular aspect, it is 
necessary to identify what aspect corresponds to 
which text. Fourth, one of the crucial difficulties for 
RSs that benefit from text mining approaches is 
predicting the sentiment polarity of new data in a 
timely manner. For example, using an ensemble of 
deep learning models for sentiment analysis may 

 

Fig. 1. Structure of the proposed system 
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achieve acceptable performance on imbalanced 
data, but classifying new data need much more 
time than unified and integrated models. 

Thus, in the case of exponential growth in the 
number of users and textual reviews, 
recommender frameworks should be agile and 
have low inference latency. 

The proposed system incorporates the benefits 
of sentiment data into the recommendation phase, 
which implies that the users specify their needs 
explicitly and receive tailored suggestions for 
Top@K items. 

Our propose system classify the users opinion 
based on their review into 3 polarity classes as 
positive, negative and neutral using the deep 
learning methods. The polarity of the user review 
can reflect whether the reviewer had a favorable or 
unfavorable experience with the hotel, which can 
help determine whether the hotel is a good fit for 
other people with similar tastes who want to travel 
in the future. 

Minority classes are treated with translation and 
paraphrase, and the majority class is under 
sampled to balance the massively unbalanced 
dataset. Additionally, an effective sentiment 
analysis is used that can predict the polarity class 
for multilingual data in an adequate response time. 

Our proposed recommender system consists of 
several steps, as illustrated in Figure 1. In the first 
step, we employ data balancing as a pre-
processing strategy to enhance the quality and 
quantity of the training data and improve the 
performance of sentiment classifiers. 

In the second step, we classify textual reviews 
into categories based on their similarity to a set of 
predefined categories using supervised machine 
learning, which allows us to determine which hotel 
attribute is discussed in each shared review. In the 
third step, we use an attention network and 
transformer-based XLM-RoBERTa model to 
classify the reviews based on their sentiment. 

Finally, user preferences, which include 
destination locations and desired hotel attributes, 
are incorporated as input queries, and with the help 
of the previous two steps, personalized 
recommendations consisting of hotels with a 
higher sentiment score in a particular hotel 
attribute are generated and recommended to the 
user. This multi-step approach enables us to 
provide more accurate and relevant 

recommendations while taking into account the 
user’s individual preferences. 

For instance, if a user wishes to travel to Paris 
and prefers to stay at a hotel that serves the most 
delicious foods, the proposed system receives 
destination locations and preferred hotel attributes 
as input queries and recommends Top@k hotels 
that are located in Paris and have the highest 
positive sentiment polarities in their related shared 
reviews, which were written about the food 
attribute of those hotels. 

3.1 Data Balancing 

The accuracy metric is generally one of the most 
important characteristics to be considered in order 
to evaluate the quality of RSs. The accuracy of RSs 
recommendations is closely related to the quality 
of the dataset used in the analysis. 

Therefore, a dataset with a large proportion of 
one sentiment class over the other may have major 
consequences for item recommendations that use 
reviews of items, as a primary source of 
information to construct recommendations. 

There is a significant data imbalance in the 
TripAdvisor dataset, with far fewer negative and 
neutral reviews than positive ones. This leads to 
algorithms that are more prone to picking up on 
false patterns and overfitting high-frequency data. 
It is also possible that models trained on 
unbalanced data will underperform when 
confronted with new and unknown real-
world examples. 

Sampling, translating, and paraphrasing are the 
three strategies that were used for balancing the 
dataset in order to generate high-quality sentiment 
classifiers. Given the prevalence of shared reviews 
in the majority class, sampling is one of the most 
straightforward methods to implement first. In this 
phase, therefore, all shared ratings belonging to 
the majority class are under sampled, and as a 
result, the size of the majority class is reduced, 
which may result in information loss in 
subsequent analyses. 

To address this issue, the sentiment 
classification step employs a pre-trained 
transformer that, with the aid of transfer learning, 
can work with a smaller amount of data. In addition, 
a combined under sampling strategy for the 
majority class and supplementing techniques for 
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the minority class are used to prevent potential 
information loss and enhance with additional 
informative data. 

The rapid advancement of text translation 
algorithms and the open-source availability of 
powerful translation models like Google Translate 
which has been made it possible to employ these 
algorithms to generate new data. 

With the translation method, we can generate 
completely distinct textual data written in a different 
language without the possibility of similar phrases 
appearing in the source and generated data, 
despite back translation approaches. 

We need to make sure that our model can 
handle text from many different languages when 
the translation method is used. To supplement the 
dataset with translated data, each user text review 
was prepared following some preprocessing and 
put into the Google Translate API to generate fresh 
data in the French and German languages. 

As a result, our proposed system can generate 
two distinct sets of data for each user text review. 
Finally, to supplement the dataset with 
paraphrased data, the suggested approach makes 
use of the Text-To-Text Transfer Transformer (T5) 
mechanism to generate more diversified 
paraphrases that retain the same meaning but 
have a more diverse vocabulary. 

The T5-large paraphrasing model [30], which 
was trained on the ParaNMT dataset, is used to 
produce four new textual data for a preprocessed 
source text review. 

3.2 Review Labeling 

In this step, sets of representative nouns are 
extracted based on categories that indicate the 
attributes of hotels that have already been 
established. After that, shared reviews are 
categorized by looking for similarities between the 
reviews and each element in the index set of 
different categories. 

Significant characteristics of the review set 
should be discovered using an approach based on 
frequent word sequences and equivalence 
categories to locate categories and their 
index terms. 

This method for identifying topics, which was 
presented by Zhan et al. [31], generates a set of 
representative nouns for each predefined category 

by recognizing frequent sequences of words of 
varying lengths. 

All sets of candidate nouns that appear in the 
same set of reviews will be combined into a single 
equivalence class. Table 1 has a list of these 
categories and the most prevalent words 
inside them. 

The reviews are categorized into groups by 
applying two distinct methods—fuzzy string 
matching and cosine similarity—to determine the 
degree of similarity between each shared review 
and each element in the index sets 
various categories. 

In order to determine the fuzzy similarity value 
for a review to belong to a specific category, the 
fuzzy string-matching approach makes use of the 
Levenstein distance, which can determine the 
distance between two sequences of words. 

For each category, the similarity value for a 
review to belong to a given category is determined 
by calculating the cosine similarity between each 

Table 1. Hotel attributes and their extracted 

representative nouns 

Hotel 

Attribute 
Representative Nouns 

Cleanliness 

satisfactory, ample, hygienic, 

proper, spotless, odor, dirty, clean, 

smell 

Service 
desk, check in, check out, reliable, 

fast, convenient, service 

Location 

railway, view, station, airport, 

distance, far, close, train, metro, 

transport, market, mall, 

surrounding, areas, highway, 

traffic, out 

Value 

price, amount, rate, cheap, worth, 

low, money, economical, 

reasonable, fee, expensive, charge 

Room 

bed, bunkbeds, toilet, bathroom, 

shower, dryer, fridge, space, 

spacious, outdated, noisy 

Food 

drink, breakfast, spicy, food, tasty, 

tea, coffee, buffet, bar, restaurant, 

dinner, lunch, brunch, delicious 

Facility 

front, pool, gym, wifi, spa, internet, 

wireless, broken, parking, 

ventilation 

Staff 
friendly, helpful, reliable, quick, 

good, polite, staff 
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vector representation of words in the review and 
the index terms in that category. 

Fuzzy matching and cosine similarity both 
produce scores on a scale from 0 to 1, and this final 
step of the review labeling procedure involves 
averaging the two calculated similarity scores and 
considering the most valuable hotel attribute. 
Consequently, the shared reviews are categorized 
into the label class that has the highest similarity. 

3.3 Sentiment Analysis 

An enhanced transformer-based model with an 
attention mechanism was used to accomplish 
sentiment analysis in cross-lingual reviews, taking 
into account the benefits of transfer learning. 

We employed XLM-RoBERTa in its most 
fundamental form from the HuggingFace model 
hub. Transformers serve as the fundamental 
building blocks for all three BERT, RoBERTa, and 
XLM-RoBERTa architectures; a transformer 
encoder layer of our proposed method is shown in 
Figure 2. 

The XLM-RoBERTa transformer model takes 
tokens from a multilingual textual review as its 
inputs, and it produces a contextualized 
embedding vector as its output. The output that is 
created, which is the output of the last hidden state, 
is a vector with 768 dimensions, which is the same 
size as the base transformer version in its 
initial form. 

Initially, consecutive sentences in a textual 
review will be separated by [CLS] and [SEP] 
tokens. Then, all tokens are supplied to the 
embedding layer, which is comprised of the sum of 
token embeddings, position embeddings, and 
segment embeddings, in order to conduct main 
numerical inputs as real value vectors. 

On each layer of the transformer, feed-forward 
neural networks, multi-head attention, and layer 
normalization are applied to the embedding 
patches. The base version, was chosen because 
of its reasonable complexity and inference time. 

The transformed representations are acquired 
at the top of each hidden state of each transformer 
layer, and some recent research chooses the 
outputs of the final layer as the representations 
with the most information for further analysis. 

By utilizing an improved attention mechanism, 
not only the hidden states of the final layer but also 

those of all intermediate transformer layers can be 
exploited in XLM-RoBERTa, allowing for the 
extraction of enriched features. 

In order to accomplish this, the representation 
of the classification token (i.e., the [CLS] token), 
which includes an aggregated representation of 
the entire input sequence, will be gathered and 
stacked for each transformer layer. 

After that, a technique called dot product 
attention will be used to dynamically combine all 
the intermediates and figure out how the 
representations of each layer contribute to 
the whole. 

In the end, the outputs of the attention 
mechanism that have been completed are sent to 
a fully-connected neural network that has two 
hidden layers, then a SoftMax layer for polarity 
prediction comes after it; using Eq. 1 and Eq. 2, we 
are able to track the actions of hidden and 
SoftMax layers. 

Because the user comments in the dataset are 
labeled with one of three emotion classes—
positive, neutral, or negative—the number of 
neurons that are deployed in the final hidden layer 
ought to be three. 

In addition to this, a discrete probability 
distribution function known as SoftMax (σ) might 
be utilized to determine the classification 
probability of the subclass that corresponds with it. 
Furthermore, the most probable class might be 
identified using Eq. 3: 

 

Fig. 2. Encoder part of Transformer of our 
proposed system 
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𝑂𝐹𝐶 = 𝑊𝑙2
𝑓(𝑊𝑙1

(𝐻𝐴𝑡𝑡) + 𝑏𝑙1
) + 𝑏𝑙2

, (1) 

𝜎(𝑂𝐹𝐶)𝑖 =
𝑒𝑂𝐹𝐶𝑖

∑ 𝑒
𝑂𝐹𝐶𝑗𝐾

𝑗=1

  ,       𝑓𝑜𝑟 𝑗 = 1,2, … , 𝐾, (2) 

�̂� = argmax
𝑖∈1,2,…,𝐾

{𝜎(𝑂𝐹𝐶)𝑖}, (3) 

where 𝐻𝐴𝑡𝑡 ∈ ℝ𝑑𝐴𝑡𝑡 denotes outputs of dot product 

attention module, and 𝑊𝑙𝑖
∈ ℝ𝑑𝐹𝐶𝑖

×𝑑𝐹𝐶𝑖−1  and 𝑏𝑙𝑖
∈

ℝ𝑑𝐹𝐶𝑖
×1

 denote weight and bias vectors of MLP’s ith 
layer respectively and 𝑓(⋅) denotes activation 
which is the ReLU function. 

Additionally, 𝑂𝐹𝐶  is the output of the feed 
forward layer used for classification. The proposed 
sentiment classifier model is shown in Figure 3. 

The entirety of the model is trained via 
supervised learning by attempting to achieve the 
lowest possible error in terms of cross-entropy 
classification and using backpropagation to 
determine the gradients of all the parameters, and 
then employing stochastic gradient descent to 
bring those gradients up to date. 

During training, the objective is to ensure that 
each phrase has the smallest possible amount of 
cross-entropy error between y and �̂�, where, as 
mentioned in Eq. 4, y represents the ground truth, 
and �̂� represents the output of the sentiment 
classifier model: 

𝑙𝑜𝑠𝑠 = − ∑ ∑ 𝑦𝑖
𝑗

log �̂�𝑖
𝑗

𝑗𝑖 + 𝜆‖𝜃‖2, (4) 

where ⅈ represents the sentence index, 𝑗 the class 

index, 𝜆 the L2-regularization factor, and 𝜃 the 
collection of all parameters. 

3.4 Generate Hotel Recommendations 

Our proposed system performs the process of 
making recommendations in two independent 
phases: offline and online as shown in Figure 4. In 
the offline phase, the labeling of hotel attributes is 
accomplished by computing the similarity between 
the vector representation of each word in the 
shared review and the index terms in predefined 
categories/classes. 

Then, using the proposed sentiment classifier, 
which has previously been trained on a balanced 

dataset, the sentiment class of each textual review 
could be calculated profoundly. 

Thus, the label of each shared review, which is 
a specific attribute of a hotel, and the polarity of its 
sentiment orientation are identified during the 
offline phase. 

Users might choose their preferences, like 
preferred location and hotel attributes, as input to 
our proposed hotel recommendation system. 

Therefore, in the online phase, hotels that 
correspond to the users’ selected location are 
retrieved as the initial recommendation list. Then 
the list is arranged according to the hotel attributes 
such as food, service, etc. 

The resulting lists of hotel comments are then 
sorted in descending order based on their 
sentiment polarities, which are analyzed in the 
offline phase. At the end, the user receives Top@k 
hotels that have been identified based on the 
highest sentiment polarity ratings in a 
certain category. 

4 Experimental Results 

We applied an updated, extensive, and diversified 
collection of hotel reviews which was gathered 

 

Fig. 3. Proposed sentiment classifier 
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from the TripAdvisor website by Garain et al. [32], 
for training and evaluating our proposed system. 

This dataset is comprised of critical factors, all 
of which relate in some way to the hotels and the 
services they offer, as seen through the view of 
past guests. It has 58,620 sample data instances 
in total. One useful feature of this dataset is the 
inclusion of textual comments that have been 
annotated with sentiment scores. 

In order to produce high-quality sentiment 
classifiers, three methods are proposed to deal 
with inequality in the original TripAdvisor dataset. 

First, the Google Translate API has been used 
to make two different sets of data for each source 
text review in the minority classes. Second, a large 

version of the T5 transformer model has been 
applied to generate four new data for a 
preprocessed source text review in the 
minority classes. 

Third, the under-sampling strategy is applied to 
all text reviews belonging to the majority class; 
Figure 5 depicts the distribution of text reviews by 

                                                      
4 www.kaggle.com 

sentiment/polarity class for the original and 
augmented datasets. 

Python 3, a widely used programming 
language, is used to implement the proposed 
system and other baselines. Fuzzy string matching 
in text review labeling has been implemented using 
the Fuzzywuzzy Python library. 

Moreover, the architecture described in the 
sentiment analysis section and all other baselines 
relating to the sentiment classification task has 
been implemented using the Pytorch library, which 
provides a high-level neural network API. All 
transformer-based models were trained on NVIDIA 
TESLA P100 GPUs, which were provided 
by Kaggle4. 

For training, the batch size is set to 16, the 
maximum length of a sequence is 350 tokens, and 
the dropout rate is set to 0.1 for some 
regularization. 

Using the back-propagation algorithm and the 
Adam stochastic optimizer with a learning rate and 

 

Fig. 4. The process of recommendations in our proposed system 

 

                                                      a)                    b)                   c) 

Fig. 5. Polarity-wise hotel review distribution; (a) original, (b) augmented by paraphrasing and translating, (c) 

augmented and sampled data 
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L2-regularization weight of 2 × 10−5 and 10−3, the 
network is trained for 14 epochs. 

As the loss function, cross entropy is operated, 
and an accuracy metric is used to find when the 
model has converged. 

The performance of our proposed system is 
evaluated based on four metrics: Precision, Recall, 
F1-score, and Accuracy. In addition, the macro 

average of each criterion can be calculated 
using Eq. 5: 

𝑙𝑜𝑠𝑠 = − ∑ ∑ 𝑦𝑖
𝑗

log �̂�𝑖
𝑗

𝑗𝑖

+ 𝜆‖𝜃‖2. (5) 

We compared two types of the newest trained 
baseline models on the TripAdvisor dataset with 
our proposed system. Deep state-of-the-art 

Table 2. Comparison of the proposed system with baseline models on the TripAdvisor dataset 

Model Precision Recall F1-score Support 

RNN  0.73 0.63 0.60 5862 

GRU 0.79 0.74 0.76 5862 

LSTM  0.78 0.70 0.70 5862 

Bi-LSTM  0.81 0.70 0.74 5862 

En-RFBERT  0.86 0.82 0.84 5862 

Proposed model 0.89 0.89 0.89 6753 

Table 3. Comparison of the models for all polarity classes 

Criteria Polarity Models   

  
RNN 

[33]  
GRU 

[34] 
LSTM 

[35]  

Bi-
LSTM 
[36]  

En-
RFBERT 

[28] 

Proposed 
system 

 

Precision 

Positive 0.90 0.95 0.92 0.93 0.95 0.90  

Neutral 0.72 0.63 0.74 0.63 0.81 0.87  

Negative 0.58 0.80 0.67 0.87 0.81 0.91  

         

Recall 

Positive 0.99 0.97 0.99 0.98 0.95 0.90  

Neutral 0.12 0.63 0.26 0.55 0.66 0.83  

Negative 0.77 0.63 0.85 0.56 0.82 0.95  

         

F1-score 

Positive 0.94 0.96 0.95 0.96 0.96 0.90  

Neutral 0.20 0.63 0.39 0.59 0.73 0.85  

Negative 0.66 0.71 0.75 0.68 0.82 0.93  

Table 4. Test time of the proposed system and En-RFBERT 

Model Testing Time (Second) 
Max Length 

(Token) 
Support 

En-RFBERT 206.2 90 5862 

Proposed model 79.69 350 6753 
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Networks with recurrent units can produce state-
of-the-art outcomes for any text classification task, 
and the most current transformer-based approach 
showed impressive results on the 
TripAdvisor dataset. 

The result of the comparison of our proposed 
system with the four best non-transformer-based 
models; RNN, GRU, LSTM, Bi-LSTM, and the 
most recent transformer-based model, En-
RFBERT, are presented in Table 2. Our suggested 
technique beats En-RFBERT by 3%, 7%, and 5% 
in Macro Precision, Recall, and F1-
score, respectively. 

So, the system that was proposed has gotten 
noticeably improved results on the 
sentiment/polarity classes that suffer from 
unbalanced data. 

In reality, assembling a diversified and well-
balanced training and testing set of data (also 
known as support) and analyzing the data with an 
advanced sentiment classifier model play critical 
roles in this development. 

Table 3 shows the significant improvements in 
minority sentiment/polarity classes, such as 
negative and positive, in the proposed system 
based on the macro average of each criterion. 

The most important reason for making these 
modifications is to apply data balancing to the 
original dataset and to develop new and diversified 
phrases that have the same meaning as source 
text reviews with the assistance of methods for 
translating and paraphrasing. 

Many more instances of positive polarity were 
seen as opposed to neutral and negative in all 
three train, validation, and test datasets, on which 
other baselines were trained and tested. 

This caused the models to learn much more in 
one class and less in other sentiment classes, 
which resulted in overestimated results. In other 
words, they saw many more instances of positive 
polarity as opposed to neutral and negative. 

In contrast to previous techniques, the under-
sampling method has been applied to all text 
reviews in the majority class in the strategy that has 
been presented. 

This results in balanced data being produced in 
all three sets of data—the train set, the validation 
set, and the test set. 

The amount of time that passed during the 
inference phase was analyzed for our proposed 

system and the newer transformer-based model 
(En-RFBERT), as shown in Table 4. 

According to the result of table 4, the proposed 
system performs better than En-RFBERT when it 
comes to responsiveness time. In comparison to 
En-RFBERT, the proposed system has been 
shown to take significantly less time, even when 
applied to a larger number of cases in the test set, 
and it selects a maximum sequence length 
threshold that is substantially higher. 

The proposed system utilizes one integrated 
transformer-based model with an attention 
network, whereas the En-RFBERT model deploys 
an ensemble of five sentiment classifier models, 
four of which are transformer-based BERT models. 

As a result, the proposed system has a higher 
computational efficiency than the En-RFBERT 
model; Figures 6 and 7 illustrate the distribution of 
distinct sentiment/polarity across all the models 
evaluated for this study on a balanced and 
original dataset. 

5 Conclusion 

From a travel marketing standpoint, several shared 
textual feedbacks on hotel’s attributes (e.g., 
cleanliness, food, service, etc.) may be considered 
a vital and valuable source for extracting 
consumers’ preferences. 

This study proposes a system that employs 
sentiment analysis techniques and data balancing 
to improve the quality of hotel recommendations 
based on specific locations and various interested 
aspects of the hotel. In this regard, the initial step 
is to balance the current dataset. 

Then the attention network is employed in 
conjunction with the transformer-based XLM-
RoBERTa model to analyze the sentiment 
polarities. The competitive findings of the paper are 
the result of employing data balancing strategy and 
a modern multilingual transformer, XLM-
RoBERTa, with an attention mechanism for 
sentiment analysis. 

The performance of our proposed systems 
superiors the most recent transformer-based 
model, En-RFBERT by 3%, 7%, and 5% in Macro 
Precision, Recall, and F1-score, respectively. So, 
the model that was suggested has gotten 
noticeably improved results on the 
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sentiment/polarity classes that suffer from 
unbalanced data. 

The experimental results on the TripAdvisor 
dataset demonstrated that the proposed system is 
able to achieve 0.89 in the F1-score, which is 
superior performance compared to the related 
systems and advocates substantial agility in 
predicting the sentiment/polarity of text reviews, 
which has a huge impact on 
hotel recommendations. 

In comparison to En-RFBERT, the proposed 
system has been shown to take significantly less 
time, even when applied to a larger number of 
cases in the test set, and it selects a maximum 
sequence length threshold that is 
substantially higher. 

Since this study focused on such complex 
topics as treating unbalanced data, dealing with 
multilingual reviews, and making accurate 
sentiment predictions, there are still certain 
restrictions on doing trials. 

First, we used the transformer-based XLM-
RoBERTa for sentiment classification without 
considering many trainable parameters. Although 
this deep learning model has the potential to 
produce impressive performance, it requires 
careful attention to model parameters that 
affect flexibility. 

As a result, the focus of the next stage will be 
on delivering a miniature model with high-
performance capabilities. Second, the existence of 
noisy and incomplete texts presents a formidable 
issue that may be addressed in future research. 
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