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Abstract. This paper presents a study of credit risk,
which is a significant concern for financial institutions.
Despite advances in predictive models, there is still
room for improvement in accurately assessing credit
risk. This study focuses on developing a methodological
process to predict credit risk in the financial sector
using algorithms based on boosting techniques, such
as XGBoost, LightGBM and Boosted Random Forest.
We found that datasets with good accessibility and an
appropriate variable distribution are contained in the UCI
Machine Learning Repository. These datasets have
the potential to outperform results with different metrics,
such as the F-Score and the Area Under the Curve.
The datasets used include Statlog German Credit Data,
Statlog Australian Credit Approval, Bank Marketing,
Credit Approval, and South German Credit Data. The
approach involves feature engineering, exploratory data
analysis, and hyperparameter tuning. Furthermore,
we propose a new strategy that involves adding a
column based on an unsupervised algorithm such as
K means. Our results indicate that XGBoost performs
better than LightGBM and Boosted Random Forest in
different scenarios. Finally, the performance of these
boosting-based models is superior to that of Boosted
Decision Trees and Factorization Machine models from
previous studies. These findings are important for
financial institutions seeking an effective methodology to
improve the rate of credit risk prediction.

Keywords. XGBoost, lightGBM, boosted random
forest, boosting algorithms, credit risk, credit score,
financial sector.

1 Introduction

Credit risk is a sensitive topic for financial
institutions for various reasons, primarily due to
credit. [26] states that credit risk is subject
to external scrutiny, as both central banks and
auditors closely monitor the extent to which
financial institutions comply with Basel guidelines
and International Financial Reporting Standards.
Furthermore, it is estimated that around 60% of
people who have a bank account request approval
for a financial loan [25]. The emerging growth of
people who acquire financial loans is significant.
[36] showed that the financial sector could increase
its profits by 80% due to an accurate assessment
of credit risk. Thus, banking competition can
predict future behavior before a very high loan
becomes evident.

Regarding the consequences of credit risk. [35]
determined that the main one is the reduction
in income for the bank and the increase in
interest for the client, this percentage increase
varies depending on the economic situation of
both the country and the borrower. In addition,
financial institutions can adjust their interest rates
to compensate for credit risk, which could result in
higher rates for borrowers with higher credit risk.

[9] asserts that the primary cause of credit
risk is poor assessment of the borrower and

Computación y Sistemas, Vol. 29, No. 2, 2025, pp. 793–808
doi: 10.13053/CyS-29-2-5173

ISSN 2007-9737



inadequate loan monitoring. This increases
the risk that borrowers may not meet their
financial obligations. Furthermore, 15% of clients
experience complications due to sudden increases
in interest rates, which increase the financial
burden on borrowers and, consequently, the
credit risk.

In response to credit risk, several studies have
emerged with the objective of implementing and
testing machine learning algorithms to predict
these events with the highest accuracy. Among
them are those presented by [7, 31].

The gap to be addressed, according to the
analysis carried out, lies in the exploration of
algorithms based on boosting to develop predictive
models aimed at improving the Area Under the
Curve (AUC) and the F-Score in the evaluation
of credit risk. The need for companies to
have these predictive models arises because
despite incorporating all credit variables, there is
still room for improvement in the results. For
example, data sets provided by the UCI Machine
Learning Repository mentioned by [7] provide
financial information for an entity German “Statlog
German Credit Data” and an Australian financial
institution “Statlog Australian Credit Approval ”,
achieving better results of 81.08% and 94.03%
AUC, respectively. Furthermore, the datasets
mentioned by [31] from the UCI Machine Learning
Repository include Portuguese credit marketing
data “Bank Marketing” with the best result of
55.35%, and information from the credit card
application process “Credit approval”with the best
result of 96.47%. Furthermore, the data set
from a German financial institution “South German
Credit Data” achieved a better result of 96.47%.
Score. Taking into account [29]’s suggestion
to implement boosting-based algorithms due to
its high usability in machine learning models to
improve the accuracy of credit risk prediction and
address the room for improvement in results.
This research asks the following questions: What
are the best momentum-driven machine learning
models for predicting credit risk? And what
variables are the most significant for predicting
credit risk?

To address the research questions posed, the
main objective is to design a methodological

process to predict credit risk in the financial sector
using boosting techniques such as LightGBM,
XGBoost, and Boosted Random Forest, using
customer credit information. This implies first iden-
tifying the most relevant variables that influence
credit risk. Next, identify and select momentum
algorithms for credit risk prediction. Finally,
evaluate the performance of the selected boosting
models using feature engineering, cross-validation,
and hyperparameter tuning techniques.

The rest of this study is organized as follows.
Section 2 provides a review of related work,
Section 3 describes the data sets and the
methodology applied, Section 4 presents the
experimental results and Section 5 concludes.

2 Related Work

Financial loans have been increasing each day
in the financial sector, so allowing for accurate
credit risk prediction will improve the benefits by
80% [36]. Due to this, the collected articles were
analyzed to achieve the research objective, which
is to develop predictive models of credit risk in the
financial sector using boosting algorithms based on
client credit information.

2.1 Datasets related to predict credit risk

As per the reviewed articles, different datasets
with relevant variables for predicting credit risk
using machine learning models were identified. A
freely accessible website called the UCI Machine
Learning Repository was identified, which contains
a large number of datasets related to credit risk
prediction, with more than six datasets available.
This repository was referenced by [7] in the dataset
of a German financial entity “Statlog German
Credit Data” and an Australian financial entity
“Statlog Australian Credit Approval”. Additionally,
[31] references the website in the dataset of a
German financial entity “South German Credit
Data”, a marketing campaign of a Portuguese
financial entity “Bank Marketing”, and credit card
application information “Credit Approval”. These
datasets, mentioned by [7, 31], are accessible and
have a suitable distribution of variables.

Computación y Sistemas, Vol. 29, No. 2, 2025, pp. 793–808
doi: 10.13053/CyS-29-2-5173

Renzo Orlando Villanueva Mora, Edwin Jonathan Escobedo Cardenas794

ISSN 2007-9737



Regarding size and relevance, the Lending Club
dataset, cited by [3, 5, 10, 23] provided by a
financial services company is the largest with
around 2 million records. Despite its breadth, the
dataset contains outliers and missing values, which
require greater computational cost and proper
data treatment.

On the other hand, [18] offers a set of Tunisian
financial data designed to project the future
turnover of its affiliated companies. This dataset
is intended to facilitate decision-making regarding
loan approval and includes 10 features. [8]
also identified and mentioned a dataset of small
financial services companies in Italy called AIDA
(Analisi Informatizzata Delle Aziende Italiane).
This dataset contains information, records and
financial ratios of all Italian companies that need
to present their accounts. The total number of
observations is approximately one million.

In another study, [27] employs a financial dataset
from Taiwan containing 30,000 instances, of which
6636 are debtor cases, and includes variables
such as education level and credit limit, among
others. Finally, the American company Orange
has a dataset with 3333 records, recognized by
[2, 20]. Although the latter has an adequate
number of records, this may not be sufficient due
to its accessibility.

2.2 Metrics and algorithms used to evaluate a
predictive model using machine learning

Researchers from the collected studies used
various classification algorithms, such as the Multi-
layer Perceptron and XGBoost, to obtain accurate
predictions about credit risk. They employed
multiple metrics to evaluate the effectiveness of
these algorithms. Moreover, researchers widely
use the precision metric to evaluate the efficiency
of their predictive models. Precision refers to the
proportion of correctly identified positives out of all
positive identifications [15]. It is important to note
that precision can be applied to all classification
algorithms to evaluate their performance.

In the studies presented by [17, 22, 37]
the results indicate that the models achieve an
accuracy of more than 83%. When reviewing
the algorithms, it is highlighted that tree-based

models, such as Random Forest, show high levels
of accuracy. However, it is worth highlighting the
implementation of boosting techniques such as
Gradient Boosting, which [37] uses to achieve an
accuracy of 99%.

[22] complement their precision analysis with
other metrics like recall and F-score, offering
a more comprehensive understanding of their
models’ performance. In their study, the
XGBoost-KNearestNeighbor algorithm achieves
an F-Score of 98.7%, indicating a high harmonic
mean between precision and recall. On the
other hand, the study presented by [12] reports a
very low area under the curve. Specifically, the
Logistic Regression model and the KNN model
achieved areas under the curve of 50% and 54%,
respectively. This indicates that the models have
a deficiency in distinguishing between positive and
negative classes.

In another of the analyzed studies, [6] implement
various metrics such as the coefficient of
determination (R2), mean squared error (MSE),
and mean absolute error (MAE) to evaluate
the performance of the Multilayer Perceptron,
XGBoost, and TabNet models. These metrics were
used to measure the ability to fit the data and
to quantify the accuracy of the predictions made
by the models. On the other hand, in the study
by [11], the F1-Score, cross-entropy and akaike
information criterion are observed for measuring
the Random Forest, which obtains an F1-Score of
91.90%. Subsequently, in the study presented by
[21], metrics like Accuracy are used for Logistic
Regression, Decision Trees, and Random Forest
models. The best accuracy, which was 81.12%,
was obtained in the regression model.

Finally, in the study presented by [31], various
metrics like accuracy, matthews correlation co-
efficient, precision, recall, F-Score, True-positive
Rate, True-negative Rate, False-negative Rate,
False-positive Rate, area under the curve, and
G-mean are observed to evaluate the proposed
Factorization Machine model, obtaining a best
F-Score of 96.47% and a lowest F-Score of 55.35%.
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2.3 Preprocessing techniques and
methodologies used in the financial sector
for credit risk

Due to the impurity of different datasets, there is a
need to perform cleaning. This involves applying
different data preprocessing techniques in order
to use these sets appropriately. [39] show that
data preprocessing is critical to improving data
quality, which in turn can lead to more accurate and
efficient models.

[24] uses a combined methodology, the classifier
assembly method and Bootstrap Aggregating
(bagging). First, multiple bootstrap samples
are generated from the dataset to train various
classifiers such as Multilayer Perceptron, SVM,
Decision Tress, and KNN. The final prediction is
then obtained through a majority vote. Otherwise,
to prepare the data it uses value normalization.

Alternatively, the most used technique is feature
selection, which was used by [7, 14, 16, 22, 23].
Taking into account the relevance of selected
features is crucial for model performance. Based
on this, the methodology implemented by [22] is
highlighted as consisting of two main stages: First,
XGBoost is used for feature selection to retain only
the most important features. Second, a multilayer
perceptron (MLP) with ReLU activation functions
is employed for credit risk classification, ensuring
efficient convergence. The accuracy of the model
is validated with a test suite. Furthermore, the
performance of various classifiers, including KNN,
NB, DT, RF, and SVM, is compared to evaluate their
effectiveness in predicting credit risk.

The last technique used is remove repeated
data, which was used by [2, 4, 14, 20].
Highlighting the methodology implemented by [4]
which consists of preprocessing the dataset with
label coding and handling of missing values, and
the application of one-hot coding for categorical
variables. Several classification models are
selected and compared, including KNN and
XGBoost. The dataset is divided into training
and test sets with stratified sampling to maintain
the class distribution. The model is trained
and evaluated using performance metrics, and
a confusion matrix is displayed to analyze the
accuracy of the model.

3 Methodology

This section details the datasets used for
training and the proposed methodology, which
encompasses various techniques to achieve the
research objective of developing predictive credit
risk models based on boosting techniques.

3.1 Credit datasets description

After reviewing the research provided by various
authors such as [7, 31], the datasets “Statlog
German Credit Data”, “Statlog Australian Credit
Approval”, “Bank Marketing”, “Credit Approval”,
and “South German Credit Data” were selected for
the development of predictive credit risk models.
These datasets are described below.

3.1.1 Statlog German Credit Data

The German dataset contains 1000 instances,
out of which 700 are non-debtor clients and 300
are debtor clients [19]. Each instance contains
20 features such as age and loan amount, with
the variable highlighted as the main objective for
analysis. Seven of its attributes are integers,
two are binary, and the remaining are categorical.
Some of the included variables are: duration, credit
history, and credit amount.

3.1.2 Statlog Australian Credit Approval

The Australian dataset contains 690 instances, of
which 307 are non-debtor clients and 383 are
debtor clients [33]. Each instance is composed
by 14 features, 6 of which are continuous, and
the remaining 8 are categorical. To preserve
data security, attributes of the Australian entity
were replaced with random identifiers, and some
features contain missing values.
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3.1.3 Bank Marketing

The banking marketing dataset contains 45211
instances, out of which 39922 are positive and
5289 are negative [28]. This dataset is crucial
for direct marketing strategies implemented by
banking institutions in Portugal, where marketing
campaigns are conducted via telephone calls. It
is common to require multiple contacts with the
same client before achieving product subscription.
Some of the variables included are: campaign,
duration, loan.

3.1.4 Credit Approval

The credit approval dataset contains a total of
690 instances. Each instance is described by 15
attributes and a class label [32]. The attributes
include categorical, integer, and real variables. To
preserve data security, the names and values of
the features have been encoded with meaningless
identifiers. Additionally, some instances have
multiple missing values.

3.1.5 South German Credit Data

The German credit dataset contains 1000 in-
stances, with 700 classified as non-debtors and
300 as debtors. Unlike the previously described
“Statlog German Credit Data” dataset, this dataset
provides corrections to some instances and
backgrounds, based on LMU Open Data [13].
Each instance contains twenty features, distributed
among seven numeric variables and thirteen
categorical variables. Some of these variables
include bank account balance and debt amount.

Table 1 summarizes the selected datasets,
including the number of variables, the number of
instances, and the distribution between positive
and negative instances.

3.2 Methodology

Due to the emerging growth of credit risk as one
of the main issues in the financial sector [34],
we used predictive models based on boosting
techniques in the datasets selected in the previous
subsection. Figure 1 illustrates the methodology
approach proposed.

According to Figure 1, the proposed method-
ology consists of various subsections developed
using the datasets mentioned earlier. Within the
framework of exploratory data analysis, techniques
include univariate and multivariate analysis, data
imputation using a KNN strategy, encoding
categorical variables using LabelEncoder, One Hot
Encoding, and Binary Encoding techniques, and
scaling using RobustScaler and MinMax methods.

3.2.1 Enhancing Models Performance with
Clustering

Furthermore, we propose a new strategy that
involves adding a column based on an unsu-
pervised algorithm such as Kmeans, Kmedoids,
K-prototype, and Aggloremative Clustering. This
strategy offers several advantages. First, it
segments the dataset into groups with similar char-
acteristics, allowing the identification of underlying
patterns and relationships that might not be evident
with the original variables. Second, the generated
cluster column represents the assignment of each
observation to a specific group, enriching the
dataset by providing an additional dimension of
information for the predictive model. Finally,
including the cluster column in the training data
allowed the model to learn significant differences
between clusters, which improved the model’s
performance, especially in cases where the data
exhibited complex structures not fully captured
by the original variables. Grouping data into
clusters also reduced variance within each group,
as observations within a cluster were more similar
to each other than to those in other clusters,
helping the model learn more consistent patterns
and generalize better to new data.

Within the framework of machine learning
based on boosting techniques, models such as
XGBoost, LightGBM, and Boosted Random Forest
will be applied. Subsequently, 5-fold and 10-fold
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Table 1. Overview of dataset sizes and attributes

Dataset Attributes Instances Positive Instances Negative Instances

Statlog German Credit Data 20 1000 700 300

Statlog Australian Credit Approval 14 690 383 307

Bank Marketing 16 45211 39922 5289

Credit Approval 15 690 383 307

South German Credit Data 21 1000 700 300

cross-validation and hyperparameter tuning will
be conducted. Finally, results will be compared
using metrics such as Area Under the Curve
and F-Score.

4 Results and Discussion

In this section, the results obtained according to
the proposed methodology are presented. Starting
with a descriptive analysis, the experimental proto-
cols, hyperparameter tuning, and the experimental
results obtained are discussed.

4.1 Exploratory Data Analysis

Firstly, we present the results of univariate
and multivariate analysis, highlighting the most
relevant graphs for the current research in the
different datasets.

For Statlog German Credit Data, as shown in
Figure 2(a), the data reveals that clients aged
between 25 and 40 years acquire the highest
number of credits, indicating that this age group
requires special attention. Otherwise, Figure 2(b)
illustrates a general positive trend, where a longer
duration of credit corresponds to a higher amount.
However, the distribution of both types of risk
across the chart does not show a clear separation
by duration or amount, suggesting that there is
no distinct pattern in terms of credit risk. The
regression line and its confidence interval indicate
a positive linear relationship.

In the case of South German Credit Data,
as depicted in Figure 3(a), we observed that
the categories of credit purpose with the highest
percentages are cars (used), recycling, and

furniture/equipment. We also see that clients do
not invest their funds in vacations, repairs, and
radio/television.

In contrast, as shown in Figure 3(b), the category
“200 DM or more” exhibits a wider range of
loan amounts and longer durations, indicating that
individuals with higher current account balances
generally have longer loan terms. In contrast,
the categories “less than 0 DM” and “0 to 200
DM” are associated with shorter durations and
focus on lower values. The “no checking account”
category demonstrates a moderate distribution of
loan durations.

4.2 Experimental Protocols

Secondly, we conduct our experiments using two
schemes: Experimental Protocol I (PR.I) and
Experimental Protocol II (PR.II).

— PR.I. This first protocol was proposed by [7].
The author used the “Statlog German Credit
Data” and “Statlog Australian Credit Approval”
datasets. The experiments were carried out
using 10-fold cross-validation with mutually
exclusive folds. For comparison, the area
under the curve (AUC) was used as a metric,
since it represents the probability that a credit
applicant with a good rating will score higher
than an applicant with a bad rating. This
means that a model with a higher AUC is
better at distinguishing between good and bad
credit applicants. The AUC is defined by the
Equation 1:

AUC =
1 + TPR− FPR

2
× 100%, (1)
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Fig. 1. Methodology applied to the development of predictive models to forecast credit risk based on boosting techniques
such as LightGBM, XGBoost, and Boosted Random Forest.

where TP rate represents the true positive
rate and FP rate represents the false positive
rate. The best results obtained by [7]
using Boosted Decision Trees were an AUC
of 81.08% for “Statlog German Credit Data”
and 94.03% for “Statlog Australian Credit
Approval”. In this research, before data
splitting and training, techniques such as
Label Encoder were applied for encoding
categorical variables to maintain variable
simplicity. Subsequently, the K-means
technique was applied to obtain labels. The
elbow method and silhouette method were
used to determine that the optimal number
of clusters is three, and models were trained
with an additional column. Following this,
the training strategy applied by [7] mentioned
earlier was employed. Finally, we employed
hyperparameter optimization using 10-fold
cross-validation to enhance the performance
of the models. The results will be compared
using AUC, and ROC curves for each fold
as well as the average will be presented.
Additionally, new metrics such as precision,

recall, and F-Score will be introduced to
reduce the bias.

— PR.II. This second protocol is proposed
by [31], who used the “Statlog Australian
Credit Approval”, “Bank Marketing”, “Credit
Approval”, and “South German Credit Data”
datasets. The experimentation was conducted
using techniques such as OneHotEncoding
for categorical variable encoding, a 70-30
training-test split, and 5-fold cross-validation.
As a comparative metric, the authors applied
the F-Score defined by the Equation 1:

F-Score =
2× (Precision × Recall)

Precision + Recall
× 100%.

(1)

The best results obtained by [31] using
“Factorization Machine” were an F-Score of
55.35% for “Bank Marketing,” 96.47% for “Credit
Approval,” 83.99% for “South German Credit
Data,” and 87.80% for “Statlog Australian
Credit Approval.”
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Table 2. Hyperparameter Tuning

S.G.D S.A.D B.K. C.A. S.G.C.D

N° Folds 10 10 5 5 5

Hiperparameter Standard Terminology Values Set Obtained Value Obtained Value Obtained Value Obtained Value Obtained Value

Boosted Random Forest (B.R.F)

n estimators Number of trees [50, 100, 200, 300, 400] 300 300 300 300 300
max depth Maximum depth [1, 2, 3, 5, 8, 11, 13, 15] 15 15 15 15 15
min samples leaf Min samples per leaf [1, 2, 5, 8] 2 2 2 2 2
min samples split Min samples to split [5, 10, 15, 20] 15 15 15 15 15

XGBoost (XGB)

n estimators Number of trees [50, 100, 200, 300, 400] 200 100 100 100 100
max depth Maximum depth [1, 2, 3, 5, 8, 11, 13, 15] 5 8 1 1 2
learning rate Learning rate [0.05, 0.1, 0.2, 0.3, 0.5] 0.1 0.1 0.1 0.2 0.3
subsample Subsample ratio [0.3, 0.4, 0.5, 0.8, 1] 0.8 0.4 1 0.3 0.3
gamma Complexity penalty [1, 2, 3, 5, 6] 2 3 6 3 1
min child weight Min child weight [1, 2, 3, 4, 5] 5 2 3 3 3

LightGBM (L.GBM)

n estimators Number of trees [50, 100, 200, 300, 400] 100 100 100 100 100
colsample bytree Subsample features [0.1, 0.5, 0.8] 0.8 0.8 0.8 0.8 0.8
num leaves Number of leaves [10, 20, 30, 31] 31 31 31 31 31
learning rate Learning rate [0.05, 0.1, 0.3, 0.5] 0.05 0.05 0.05 0.05 0.05
max depth Maximum depth [1, 2, 3, 5, 8, 11, 13, 15] 3 3 3 3 3
min child samples Min samples per leaf [10, 20, 30, 50] 20 20 20 20 20
subsample Subsample ratio [0.3, 0.4, 0.5, 0.8, 1] 0.8 0.8 0.8 0.8 0.8

In this research, we conducted an exploratory
data analysis before splitting the data into
training and testing sets. Subsequently,
we applied numerical variable encoding
techniques, such as RobustScaler, and
conducted data imputation using the KNN
strategy. Outlier treatment was handled by
the interquartile range method, and we used
the KMeans algorithm for label assignment.
Then, the training strategy applied by [31]
was implemented. Finally, we conducted
hyperparameter tuning with 5 folds to improve
the model performance. The results will be
evaluated and compared using metrics such
as F-Score, Matthews Correlation, Accuracy,
Precision, Recall, and AUC.

4.3 Hyperparameter Calibration

The combination of optimal hyperparameters
allows us to achieve an improvement in accuracy
and a reduction in overfitting in the models [38].
Table 2 shows the range of values explored, and
the best values obtained using the Grid Search
technique with 5-fold and 10-fold cross-validation
for each algorithm (Boosted Random Forest,
XGBoost, and LightGBM). In addition, we present
the hyperparameter settings with their standard

terminology for each dataset: “Statlog German
Credit Data” (S.G.C.D.), “Statlog Australian Credit
Approval” (S.A.D.), “Bank Marketing” (B.K.), “Credit
Approval” (C.A.), and “South German Credit
Data” (S.G.D.).

4.4 Results

The performance of credit scoring models is
determined in terms of their ability to differentiate
between non-debtor clients and debtor clients.
This evaluation was performed using AUC for
the first experimental protocol and F-Score for
the second experimental protocol, detailed in the
previous subsection 4.2.

4.4.1 Results for PR.I

Tables 3 and 4 provide the results of the metrics
AUC, precision, recall, and F-Score for the models
XGBoost (XGB), LightGBM (LGM), and Boosted
Random Forest (BRF). These comparisons were
made under the first experimental protocol, utilizing
categorical variable encoding methods such as
One Hot Encoding (O.H.E.), Label Encoder (L.E.),
and Binary Encoding (B.E.), as well as clustering
methods like K-Means, K-Medoids, Agglomerative
Clustering, and K-Prototype, in comparison to the
original Boosted Decision Trees (B.D.T) model.
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Table 3. Comparison of AUC, precision, recall, and F-Score for the implemented machine learning models in the Statlog
German Credit Data.

Statlog German Credit Data
K-Means K-Medoids Agglomerative Clustering K-Prototype
O.H.E L.E. B.E. O.H.E L.E. B.E. O.H.E L.E. B.E. O.H.E L.E. B.E.

XGB AUC 79.60 80.94 76.20 79.17 80.28 75.87 79.59 80.49 75.87 78.18 80.84 78.18
Precision 65.46 69.13 60.15 65.07 68.08 59.34 65.69 68.88 61.19 61.97 69.46 61.97
Recall 47.00 51.00 37.33 45.67 51.33 40.00 46.67 51.67 40.67 43.00 51.00 43.00
F-Score 54.44 58.35 45.79 53.48 58.16 47.56 54.30 58.75 48.63 50.52 58.40 50.52

LGM AUC 78.62 79.36 75.89 78.04 79.08 76.18 78.32 79.30 75.97 77.30 79.11 77.07
Precision 62.76 66.68 62.31 62.19 65.47 64.41 63.48 65.80 66.50 64.81 68.27 65.37
Recall 39.00 44.00 31.67 36.67 42.33 31.33 39.33 43.67 32.01 31.00 44.33 33.33
F-Score 47.81 52.67 41.79 45.87 50.93 42.07 48.22 52.15 42.81 41.52 53.30 43.87

BRF AUC 80.59 81.12 76.66 80.24 80.58 76.20 80.18 80.99 76.26 76.00 80.86 77.27
Precision 71.38 69.12 69.45 67.96 68.19 69.64 69.95 68.95 73.78 58.70 68.65 71.89
Recall 42.00 43.67 21.67 39.33 43.33 21.00 41.01 44.01 25.01 40.67 44.35 24.33
F-Score 52.41 53.13 32.28 49.42 52.64 32.01 51.28 53.29 37.03 47.68 53.46 36.20

Bastos (2022) AUC 81.08 81.08 81.08 81.08 81.08 81.08 81.08 81.08 81.08 81.08 81.08 81.08

(a)

(b)

Fig. 2. (a) Bar chart of the target variable based on
age and (b) Scatter plot with regression line between
duration, quantity and objective in the dataset “Statlog
German Credit Data”.

We can determine that the Boosted Random
Forest and XGBoost models demonstrate greater
predictive performance on the “Statlog German

Credit Data” and “Statlog Australian Credit Ap-
proval” datasets, outperforming the results initially
reported by [7]. In addition, Table 5 presents the
cluster profiling, which details the means of each
variable within each cluster. This is a fundamental
part of the labeling process, as it allows identifying
and describing the distinctive features of each
group in the dataset.

According to Table 5, there are notable
differences in the mean values of different variables
within the “Statlog German Credit Data” and
“Statlog Australian Credit Approval” datasets. For
the “Statlog German Credit Data,” variables such
as duration, loan purpose, credit amount, and
installment rate vary across clusters. Specifically,
cluster 0 comprises clients with average credit
amounts and loan durations of approximately 19
months; cluster 1 includes clients with lower credit
amounts and shorter loan durations of around 11
months; and cluster 2 features clients with higher
credit amounts and longer loan durations of about
23 months. Cluster 1 predominantly contains
non-debtors, whereas cluster 2 includes a higher
proportion of debtors.

In line with Figure 4, two ROC curves are
presented. Figure 4 (a) shows the ROC curve
of each of the 10 folds, achieving the best
performance with the ROC curve of fold 7 at
85.90%, and the lowest performance with fold 6 at
75.55%. On the other hand, Figure 4 (b) shows
the average ROC curve, achieving an area under
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Table 4. Comparison of AUC, precision, recall, and F-Score for the implemented machine learning models in the Statlog
Australian Credit Approval Data.

Statlog Australian Credit Approval
K-Means K-Medoids Agglomerative Clustering K-Prototype
O.H.E L.E. B.E. O.H.E L.E. B.E. O.H.E L.E. B.E. O.H.E L.E. B.E.

XGB AUC 93.97 94.47 93.78 93.97 94.47 93.79 93.97 94.47 93.93 92.35 94.25 94.11
Precision 85.28 86.41 87.26 85.28 86.41 85.98 85.28 86.41 86.12 82.09 86.59 85.86
Recall 85.98 87.94 87.32 85.98 87.94 87.32 85.98 87.94 87.00 89.59 86.65 87.32
F-Score 85.45 86.95 87.16 85.45 86.95 86.52 85.45 86.95 86.43 85.51 86.42 86.46

LGM AUC 93.75 93.70 94.29 93.70 93.64 94.48 93.75 93.70 94.39 92.60 93.76 94.10
Precision 84.11 83.81 86.48 84.22 84.22 86.51 84.11 83.81 86.80 82.62 84.73 86.76
Recall 84.37 85.98 87.32 84.37 85.67 87.63 84.37 85.98 87.96 87.61 85.35 87.30
F-Score 84.06 84.64 86.76 84.10 84.71 86.94 84.06 84.64 87.27 84.87 84.80 86.94

BRF AUC 93.88 93.80 94.45 93.91 93.69 94.45 93.88 93.80 94.51 92.81 94.03 94.64
Precision 87.41 87.92 87.10 87.86 87.98 86.99 87.41 87.92 86.82 85.57 88.55 87.64
Recall 86.31 85.67 87.96 85.99 85.32 87.63 86.31 85.67 87.96 85.37 85.99 88.29
F-Score 86.59 86.52 87.42 86.51 86.34 87.22 86.59 86.52 87.27 85.27 86.92 87.83

Bastos (2022) AUC 94.03 94.03 94.03 94.03 94.03 94.03 94.03 94.03 94.03 94.03 94.03 94.03

the curve of 81.12%, suggesting that the model
performs well in distinguishing between risk and
no risk classes. Apart from that, in the Statlog
Australian Credit Approval dataset, significant
differences are observed in the obscured attributes
A1 and A2. Cluster 2 shows a difference of
approximately 180 in A1, and cluster 1 has a
difference of around 80 in A2 compared to the
other clusters.

Foremost, Figure 5(a) presents the ROC curve
of each of the 10 folds, with the best performance
from folds 5 and 10 achieving 1.000, and the
lowest performance from fold 8 at 87.20%. On
the other hand, Figure 5(b) shows the average
ROC curve, achieving an area under the curve of
94.47%, indicating a high level of model accuracy.

4.4.2 Results for PR.II

The Table 6 presents the results for the second
experimental protocol, focusing on the F-Score as
a comparison metric. We found that the XGBoost
model consistently outperformed the Factorization
Machine model implemented by [31], effectively
classifying debtors and non-debtors across all four
scenarios in terms of F-Score.

4.5 Discussion

Based on the results obtained in Tables 3, 4 and 6,
we observed that both experimental protocols
significantly enhanced their predictive capability

with the inclusion of clustering-based labeling. The
additional cluster column (0, 1, 2, 3) provided
valuable insights into the natural segmentation of
the data, allowing the model to capture underlying
patterns and relationships that were not apparent
from the original features. This enrichment of
the feature space enabled the model to better
differentiate between distinct data groups, reduce
noise, and ultimately improve prediction metrics.

Furthermore, we evaluated three encoding
methods: Label Encoding, One Hot Encoding,
and Binary Encoding. Our findings indicate that
Label Encoding is the most effective approach for
encoding categorical variables. This is because
One Hot Encoding and Binary Encoding signif-
icantly increase data dimensionality, which can
introduce noise and reduce the model’s predictive
performance. In contrast, Label Encoding provides
a more compact and efficient representation,
leading to improved model performance. These
results are consistent with research by [30],
which also found that Label Encoding enhances
predictive accuracy by avoiding the dimensionality
increase associated with One Hot Encoding and
Helmert encoding.

Two methodologies presented in the research
by [7, 31] offer contrasting approaches. The
first methodology applies 10-fold cross-validation
with mutually exclusive folds, using the average
AUC as the sole validation metric. However,
relying on AUC alone can lead to biased and
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Table 5. Cluster profiling of the attributes with the greatest variation in each cluster applied to the Statlog German Credit
Data and Statlog Australian Credit Approval datasets

Statlog German Credit Data Statlog Australian Credit Approval Data

Cluster 0 1 2 Cluster 0 1 2

Duration (months) 19.48 11.21 23.98 A1 228.00 238.00 48.91

Loan purpose 3.39 3.28 2.77 A2 45.29 139.67 57.75

Credit amount 758.68 320.94 892.50 A3 0.00 0.33 0.18

Installment rate 1.63 2.13 1.29 A4 5.18 2.33 2.23

Telephone (Y/N) 0.53 0.33 0.82 A7 64.76 45.00 35.38

Table 6. Comparison of F-Score, Matthews Correlation (M.C), Accuracy, Precision, Recall, and AUC for the implemented
machine learning models in relation to the model presented by [31]

Bank Marketing

F-Score Accuracy M.C. Precision Recall AUC

XGB 55.71 90.67 51.02 63.17 49.82 72.97
LGM 35.65 89.41 34.99 62.68 24.91 61.46
BRF 51.46 90.59 47.88 65.54 42.37 69.70
Quan (2024) 55.35 90.21 49.22 53.48 57.36 73.43

Statlog Australian Credit Approval

XGB 88.34 90.82 80.77 87.80 88.89 90.45
LGM 82.21 86.00 70.66 81.71 82.72 85.41
BRF 82.58 86.96 72.38 86.49 79.01 85.54
Quan (2024) 87.80 88.44 76.78 88.52 86.63 89.28

Credit Approval

XGB 84.72 84.54 69.32 80.95 87.63 84.16
LGM 84.42 85.02 70.10 82.35 86.60 85.12
BRF 86.32 87.44 74.77 88.17 84.54 87.27
Quan (2024) 96.47 94.64 85.46 95.34 97.61 90.53

South German Credit Data

XGB 85.25 78.67 47.47 81.86 88.94 72.19
LGM 83.68 76.33 41.47 80.18 87.50 69.29
BRF 84.30 76.67 41.04 79.00 90.38 68.02
Quan (2024) 83.99 76.96 47.25 93.29 76.37 81.65

potentially inaccurate results. Furthermore, this
methodology lacks preprocessing techniques such
as encoding, normalization, or the labeling method
applied in our research. The second methodology
employs One Hot Encoding and cross-validation
but does not specify the number of folds, a
crucial detail for reproducibility. Additionally, it

omits normalization techniques like RobustScaler
and imputation techniques such as KNN, both of
which are applied in our research to ensure more
robust data preparation and processing for optimal
model performance.

Moreover, it has been observed that credit
scoring models tend to perform better with
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(a)

(b)

Fig. 3. (a) Pie chart in relation to the purpose of the
credit and (b) Boxplot combined with violin of duration by
checking account status in the dataset “South German
Credit Data”

tree-based methods, such as Boosted Random
Forest, XGBoost, and LightGBM. The most notable
results reported by [7] were achieved using
the Boosted Decision Trees model, highlighting
its effectiveness in accurately predicting credit
approval. This finding aligns with the research by
[1], which demonstrated that tree-based models
like random forest and gradient boosting provide
superior performance and stability in credit risk

(a)

(b)

Fig. 4. (a) AUC per fold and (b) Average AUC of
the Boosted Random Forest model for Statlog German
Credit Data

classification compared to neural network models
with two or three hidden layers.

Finally, in the study by [31], there is a discrep-
ancy in the reported dataset size for the “Credit
Approval” dataset. While their research discusses
results based on 690 instances, the original
research mentions only 300 instances, raising
concerns about the accuracy and consistency of
the data used in their experiments.
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(a)

(b)

Fig. 5. (a) AUC per fold and (b) Average AUC of the
XGBoost model for Statlog Australian Credit Approval.

5 Conclusion and Future Work

Effective credit risk management plays a crucial
role in maintaining the stability and profitability
of financial institutions. By adopting advanced
machine learning boosting techniques, such as
LightGBM, XGBoost, and Boosted Random Forest,
institutions can significantly enhance the accuracy
of credit risk predictions. These models enable
more precise borrower assessments, leading to
improved metrics like F-Score and AUC, and
optimizing the decision-making process in credit
approvals. As financial institutions continue to

embrace these technologies, they stand to benefit
from reduced non-payment rates, more efficient
resource allocation, and a more resilient financial
system overall.

Looking ahead, we plan to expand the scope of
datasets to include diverse geographical regions
and financial sectors, which will help assess
the robustness and global applicability of these
models. Further research should explore the com-
bination of boosting techniques with other machine
learning and deep learning algorithms to improve
accuracy and efficiency. Employing advanced
hyperparameter optimization methods, such as
Bayesian search or evolutionary algorithms, could
also yield significant performance improvements.
Moreover, evaluating the impact of data quality
on model performance is crucial, including how
inaccuracies in input data and data cleaning
methods affect outcomes. Developing and
testing real-time credit risk prediction systems that
integrate directly with current financial platforms
presents a promising area for innovation.

Lastly, we plan to investigate interpretability and
explainability techniques for boosting models to
enhance users’ understanding of model decisions
and consider applying these models in other
sectors like insurance and telecommunications for
broader impact.
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